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PREFACE

The collective monograph presents the results of scientific research in
the field of information systems and technologies, intelligent systems, data
analysis, modeling and program development.

The monograph is compiled in the form of scientific articles-sections
corresponding to thematic areas, which thoroughly reflect the results of
research in the following areas: intelligent control technologies; control
systems in robotic systems; information control systems; data security and
cryptography; data mining technologies and big data; intellectual models
and knowledge engineering technologies; mathematical and simulation
modeling; intelligent systems and data analysis; multi-agent systems and
distributed computing; control information system;information systems.

In the collective monograph, the authors pay attention to solving
problems in the field of information systems and technologies using a fuzzy
automatic control system for tracking mobile robotic platforms, an approach
to determining the influence of the parameters of the spatial movement of a
UAV on its characteristics. steganalytic method of declaring Isb attachments
in digital video, sequences of digital images, the main directions of
implementing the artificial intelligence strategy in Ukraine, intelligent
monitoring of the technical condition of complex systems.

Considerable attention is paid to expanding neural network models with
adaptive activation functions, the steganalytic method of declaring Isb-
embeddings in digital video, the sequence of digital images, and intelligent
monitoring of the technical condition of complex systems.

Through the research findings presented, readers will gain a useful body
of knowledge needed to better understand problems and solutions in the
field of information systems and technology.

The articles presented in the monograph correspond to the original
author. Only the authors are responsible for the content of articles.

The materials of the monograph will be useful for graduate students,
undergraduates, teachers of higher educational institutions specializing in
the field of information systems and technologies.

Scientists consisting of 14 doctors of science, 14 candidates of science,
and 12 applicants took part in the work on the collective monograph.
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Section 1. Intelligent control of systems and technologies
UDC 004.8

MAIN DIRECTIONS FOR IMPLEMENTATION OF THE
ARTIFICIAL INTELLIGENCE STRATEGY IN UKRAINE

Corr. Member of NAS of Ukraine, Dr.Sci. Shevchenko A.%,
Dr.Sci. Kondratenko Y.?, Dr.Sci. Slyusar V.2, Dr.Sci. Zhukov Y .3,
Ph.D. Kondratenko G.2, Ph.D. Vakulenko M.!

LInstitute of Artificial Intelligence Problems under the Ministry of Education and
Science and National Academy of Sciences of Ukraine, Ukraine,
2Petro Mohyla Black Sea National University, Ukraine,
3C-Job Nikolayev, 17/6, Artyleriyska Str., Mykolaiv, 54006, Ukraine
ORCID: 0000-0002-0095-538X, 0000-0001-7736-883X, 0000-0002-2912-3149,
0000-0002-6391-4382, 0000-0002-8446-509, 0000-0003-0772-7950
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Abstract. This paper is devoted to the analysis of the specific focuses, directions, and
peculiarities of the Strategy of Artificial Intelligence (Al) Development in Ukraine. The main
paper’s components are an analysis of the current state of the justification, development, and
governmental approval of the National Strategy of Al in Ukraine; key elements and main
priority areas of Al implementation according to |AIP-project “Strategy for AI Development in
Ukraine”; proposals for AI development in short- and long-term perspectives and features of
the Al implementation in Ukraine during the current wartime. Special attention is paid to such
focuses in Al research and development as (a) the design of Al systems based on cognitive and
conscience conceptions; (b) new solutions in intelligent robotic systems for ground, underwater
and aerial applications; (c) Al perspectives in the marine industry; (d) prospective Al
implementation in education; (e) linguistic competency of Al systems. The obtained, by the
authors, results can be used for the development of strategic steps and plans in Al research and
implementation on the governmental level of decision-making processes.
Keywords: Strategy, artificial intelligence, development, implementation, Ukraine, priorities,
peculiarities, analysis, IAIP-project
1. Introduction
Artificial intelligence (Al) plays a more and more important role in the

different fields of human activity. Scientists and experts are expecting
revolutionary results with Al development and implementation in medicine
and healthcare, transportation, science, education, military and defense,
manufacturing, agriculture, space exploration, and different services [1,2 3,
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4, 5]. The new developments in the Al field are changing quickly and Al
implementation areas are extending quickly. A new type of society is in the
process of its establishment (Society 5.0), its chains of production, logistics,
and social infrastructure will be based on artificial intelligence. The
governments of developed countries understand the necessity of funding Al
research for providing significant economic growth and for the leading
position in the world’s GDP competition. Many countries created their own
Strategy for Al development and determined the priority areas for Al
implementation, taking into account the features of their own economic
situation, national interests, the indicators and possibilities in science, the
level of the education system, and others. Among the countries with their
own Al strategies are Canada, Japan, China, the United States, Brazil,
Australia, Austria, Germany, and others. According to 1Q-Holon publication
[6] the governments of fifty countries from different continents have created
and approved Al strategies in different forms and styles as plans,
conceptions, roadmaps, extended and detailed strategies, executive orders,
etc. Modern Al products have increasing implementation for solving
different complex tasks with access for users based on fee or non-fee
financial approaches. In particular, ChatGPT, GPT-4 and other Al platforms
are very popular and very important with their huge potentials and
possibilities [7, 8] for generating and correcting texts, consulting people in
various spheres of human activities, reviewing and analyzing articles and
reports, translating and calculating, transforming mathematical tasks, etc.
At the same time, the powerful development and implementation of Al
products led to many changes in the traditional styles of human life
concerning changes in the labor market, in the set of personal and
professional skills, in education processes (school and university curricula),
and other changes. Many scientists, experts, policymakers, and
entrepreneurs also widely discuss and focus on ethical issues in the Al
design processes, the balance between the advantages and disadvantages of
Al applications [9], and the dangers of Al implementation in powerful
weapons, where Al will independently decide the fate of people. This paper
aims to the analysis of the main focuses and features of the strategy for Al
development in Ukraine. It is very important for consolidation and
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concentration of the research efforts for implementing Al in priority areas.
The rest of this paper is organized as follows. Section 2 presents the
developed “Strategy for Al development in Ukraine” with an analysis of its
key components, Ukraine’s priorities in Al development, and specific
features of Al implementation in the current wartime. In section 3, the
authors discuss the approach to the design of Al systems based on
conscience conception. New solutions in intelligent robotics for ground,
underwater and aerial applications are considered in section 4. Sections 5
discuss the prospective Al implementations in the marine industry and
section 6 — in education. Section 7 is devoted to the linguistic competency of
Al systems. The paper ends with a conclusion in Section 8.

2. Strategy for Al development in Ukraine
Let us analyze the current state of the justification, development, and

governmental approval of the “Strategy for Artificial Intelligence
Development in Ukraine” based on the IAIP’s project on Al Strategy [10,
11] that is created under the leadership of the Institute of Artificial
Intelligence Problems of the Ministry of Education and Science and
National Academy of Sciences of Ukraine.

2.1. National Al development strategy in Ukraine: current state
The Al field is developing and implementing very fast in Ukraine. There

are more than 2,000 software development companies in Ukraine
specializing in the Al industry. Ukraine has made a progressive step in the
publishing open data direction, especially during the past few years.
Concerning the Global Open Data Index, Ukraine places 31st position in the
world. The National Academy of Sciences, the Ministry of Digital
Transformation, the Ministry of Education and Sciences, the Ministry of
Strategic Industries, and many other governmental organizations in Ukraine
are involved in the process of creating a National Strategy for Al
Development and Implementation in Ukraine. As a result, the Conception
for Al Development and Implementation was created in Ukraine and on 2
December 2020 [12] was approved by the Cabinet of Ministers of Ukraine.

In 2020 also was started the process of creating a detailed Strategy for the
development of Al in Ukraine. The Institute of Artificial Intelligence
Problems (IAIP) under the National Academy of Sciences (NASU) and the
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Ministry of Education and Science of Ukraine (MESU) became the leading
organization in the 1AIP-project “Creating Strategy for the Development of
Al in Ukraine” [10, 11]. Many Ukrainian scientists, who have scientific and
practical experience in the Al field (including authors), were united in one
team for creating, discussing, and promoting the Ukrainian Al Strategy. The
main steps for the development of the Ukrainian Al strategy were defined
by the next tasks: a) analysis and comparative review of the published
national strategies of Al development in different countries from different
continents; b) formation of a generalized presentation of the analytical Al
centers’ activities; ¢) determination of promising directions for developing
Al in Ukraine; d) generalization of the basic terminology definitions,
organizational principles, and main focuses of further research of Ukrainian
scientists in the Al field; e) identification of the priority domains for
implementation of advanced Al in Ukraine; f) formation of a list of
necessary legislative, organizational, and investment measures for the
implementation of the identified directions for the development of Al in
Ukraine. The 1AIP-project was successfully executed but, unfortunately, the
Russian aggression on Ukraine in February 2022 seriously influenced the
global discussions and final approval of this Al Strategy as National Al
Strategy at the governmental level. Let us focus on the key components of
the developed Al Strategy and the main priorities in the implementation of
Al in Ukraine according to IAIP-project “Strategy for Artificial Intelligence
Development in Ukraine”.

2.2.  lAIP-project of strategy for Al development in Ukraine: key
content components and main priorities in Al implementation
The key content components in ten sections of the developed “Strategy

for Al development in Ukraine” consist of an introduction and paradigm;
basic Al concepts, definitions, and research directions; aims and objectives
of the Ukrainian strategy for Al development; regulatory framework and
current state of Al development and implementation in Ukraine; priority
areas in Ukrainian economy for Al applications; scientific support, staffing,
and funding for the national Al ecosystem; and evaluating the effectiveness
of the Strategy for Al development in Ukraine. This Al strategy was created
based on the Ukrainian national characteristics and interests, the necessity to

10
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extend Al research, and the implementation of the recent Al tool
developments in different fields of the Ukrainian economy. During the
process of the Al Strategy creation, IAIP sent letters of inquiry to over 300
different organizations, in particular, to the majority of ministries of
Ukraine, scientific institutions, state and private institutions of higher
education, and commercial organizations to determine the need to
implement and use Al in their work. As a result, the next main priority areas
for the implementation of Al in Ukraine were included in the Strategy for Al
development in Ukraine” with detailed justifications and descriptions: Al in
the National Security and Military-Industrial Complex of Ukraine; Al in
Science and Education; Al in Medicine and Healthcare; Al in the
Manufacturing Industry and Power Sector; Al in the Telecom Industry; Al
in Transportation and Infrastructure; Al in Agriculture; Al in Ecology.

Besides, the priority areas for Al implementation in Ukraine according
to [12] are economics, cybersecurity, information security, public
administration, justice, legal regulation and ethics. The Strategy of Al
Development in Ukraine (AIDU Strategy) [11] is designed for the period of
2023-2030, and its adoption process consists of two stages: (a) for 2023-
2025; (b) for 2026-2030. To successfully implement the AIDU Strategy, the
following immediate steps should be executed: Step 1. Approve and adopt
the regulatory framework. Step 2. Create the supervisory board to monitor
and accomplish the tasks declared in the AIDU Strategy. Step 3. Determine
the roadmap of the AIDU Strategy; Step 4. Prioritize the objectives of the
AIDU Strategy; Step 5. Accomplish the most prioritized and fundamental
tasks; Step 6. Provide mechanisms for quarterly and annual control over the
implementation of the AIDU Strategy (reporting, optional examination,
etc.). Step 7. The final step is the reassessment of the AIDU Strategy, its
analysis of compliance with the actualities of 2025, and, if necessary, its
effective modification.

The AIDU Strategy should be supplemented with additional midterm
(annual) deadlines, before which the aim and objectives of the relevant
block must be completely accomplished. Each midterm period should be
completed with an analytical report followed by an adjustment of the
dynamic schedule. This component acts as a stimulus that will positively

11
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affect the intensity of the AIDU Strategy implementation. To effectively
implement the AIDU Strategy, it is necessary to take the following measures
by 2025:

— Create a regulatory framework that provides for the protection of
economic and scientific data, as well as its storage in Ukraine.

— Provide scientific and theoretical support for the execution of the
AIDU Strategy.

— Attract financial resources for the development of Al in Ukraine.

— Provide support for fundamental and applied scientific Al research.

— Increase the number of qualified Al employees and raise new
technology awareness.

— Improve the digital literacy of the Ukrainian people.

— Build a national database system.

The main mechanism for the Strategy of Artificial Intelligence
Development in Ukraine implementation is the annual action plans
developed by the Committee on the Development and Implementation of
Acrtificial Intelligence and approved by the Cabinet of Ministers of Ukraine.

2.3.  Peculiarities of the Al implementation during the current
wartime
The war in Ukraine has become the first high-tech war in human history,

in which both sides of the conflict began utilizing the capabilities of so-
called computational artificial intelligence (Al). The implementation of Al
in Ukraine during wartime is characterized by its widespread use across
various domains. First and foremost, Al plays a crucial role in tactical
combat actions and military operations, particularly in enhancing the
effectiveness of mass deployment of unmanned aerial vehicles (UAVSs) for
surveillance and reconnaissance tasks, and the evaluation of artillery fire
effectiveness. According to experts, the deployment of UAVs accounts for
over 70% of targets destroyed during combat operations. Developers
quickly transitioned from using classical convolutional neural networks to
segmenting objects based on various U-Net and PSPNet structures [13, 14].
In relatively simple object classification tasks, transfer learning and zero-
shot learning methods based on neural networks previously trained on the
ImageNet dataset [15, 16] performed well. Later, in a short period, the

12
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process of adapting known neural network technology, Object Detection
(OD) [17], to field datasets gained popularity. This was used not only for
automatic target detection but also for simultaneous classification under
varying seasonal conditions. The most ambitious projects aim to implement
object identification and target class recognition, for example, combat
vehicles, tanks, logistical transport, etc. This can be extended to classify a
specific type of object similarly. To solve all these mass deployment tasks,
various versions of YOLO family neural networks were widely used [18].
Primarily, their operation takes place not onboard the UAVs but in the
command post equipment. Importantly, object detection in images is
combined with video tracking algorithms for real-time incoming video
streams from onboard or stationary cameras of different spectral ranges in
different domains. For example, Fig. 1 shows a fragment of video tracking
based on YOLO5 Small of a high-speed motor boat. The neural network
effectively tracks the boat and allows counting the number of people on
board. Similar results of automatic detection and tracking of a drone by a
neural network are shown in Fig. 2. This OD technology is also used for
detecting unexploded ordnance on the seabed using underwater drones and
assessing housing and infrastructure damage. An additional direction to
enhance the capabilities of military information support was the application
of intelligent chatbots in Telegram channels or based on separate mobile
applications. These allow for alerts about the appearance of enemy
machinery, means of air attacks, and so on. The chatbot boom has also
covered areas such as psychological support for service members and legal
assistance. Natural language processing (NLP) is generally a promising
direction in the field of Al, especially considering the capabilities of the
language model GPT-4 and its less powerful counterparts. With Ukraine
receiving Western weapons samples, effective combat operation requires
translations of NATO standards and corresponding technical documentation
from various European languages into Ukrainian. In this regard, smartphone
translators with built-in audio and optical text recognition feature from
Google, as well as translation functions implemented in ChatGPT, have
become handy. Furthermore, relying on local GPT-4 analogs such as
LLaMA [19], Alpaca [20], etc., automatic analysis of combat reports from

13
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units can be provided. This allows for the prompt provision of information
about the current battlefield situation to commanders upon their requests,
facilitating rapid response to critical threats and decision-making support.

s = = s -~
AT ——

ing motorboat

Fig.1. YOLO5 Small for the detection and tracking of a mov
and people

Apart from the application of large language models (LLM), NLP
algorithms, and neural networks for video tracking and image processing, an
important direction is neural network processing of time series. This allows
for predicting meteorological data for high-precision artillery firing,
expenditure and needs in various resources, the evolution of satellite
navigation correction adjustments over time, etc. Implementing Al in war
conditions has its challenges. One of these is the necessity to ensure data
security and protection against cyber-attacks. Given the heightened risk of
cyber threats, artificial intelligence should be viewed as a potent player in
cybersecurity efforts. It is employed in algorithms designed to detect and
neutralize threats, as well as to protect critical infrastructure. The role of Al
also extends to the coordination of humanitarian aid. In the logistics sector,
Al ensures the efficient distribution and optimal delivery of assistance to
those who need it most. In the realm of information warfare, artificial
intelligence plays a significant role in detecting and countering
disinformation campaigns. It enables the analysis of large volumes of data to
discern patterns and trends in disinformation. Machine learning methods
have become the de facto standard approach when performing social media
and mass media publication analysis for Open Source Intelligence interests.
The predictive analytics capabilities of Al are also employed to forecast

T G e e e
> e g =) ——
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enemy movements and the tactics of deploying weapons and military
equipment.

a) b)
Fig. 2. Neural network tracking of UAVs in the evening (a, b)

This assists military planners in strategizing their actions and responding
to potential threats. In addition, Al is utilized in the management and
servicing of critical infrastructure during warfare. It aids in monitoring and
predicting potential infrastructure failures, and coordinates repair and
maintenance efforts. This information is based on the latest data available as
of June 2023 and is continually supplemented with new evidence of the
growing role of Al in all spheres of society amidst military operations.

3. Design of Al systems based on conscience conceptions
The novel authors’ proposal in Al Strategy for Ukraine deals with the

development, design and implementation of disruptive Al systems based on
conscience conceptions. As its human cognate, artificial consciousness (AC)
is a necessary attribute of an artificial personality with Al. Artificial
consciousness manifests itself as an emergent global self-organized
information phenomenon that evaluates and controls core processes of the
system, exchanges data between system components to coordinate their
behavior, provides for the social and personal perception of the
environment, and conditions internal integration and external separation of
the system [11]. It has been proposed that the AC modeling should include
two sides of the same process: (i) the modeling of an attention schema as a
mechanism of information selection and broadcasting; (ii)the modeling of
the mechanism of information flow correlation. Successfully designing the
AC is a complicated and multidisciplinary task but its solving will provide
Al, which is friendly for humans. This approach suggests the synergetic

15
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treatment of AC that may be represented by a strange attractor and
correspondingly simulated. Similar ideas were put forward earlier. For
example, W. Calvin [21] introduces the concept of a “global workspace”
that results from neuron interactions and integrates information from
different brain regions. A. Bailey [22] examines James’ theory of the stream
of consciousness which includes subjective feelings and emotions. The
functional model of a new-generation computer system with Al is shown in
Fig. 3 with modules [23] of artificial consciousness and artificial
conscience. The first attempt to create Al based on the conscience
conception was made by the firm Anthropic [24]. Anthropic claims that
their Claude chatbot adheres to many rules, including the principles
enshrined in the Universal Declaration of Human Rights. The firm
Anthropic claims that its chatbots have a “conscience”.

Information
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systems programs (artificial |ntglllgence)

Fig.3. New-generation computer system with embedded artificial
consciousness and conscience
Creating cognitive computers and robot knowledge analysis based on

cognitive computing and modular neural networks [25, 26] is also a very
promising research direction in Al design. Cognitive computers are
intelligent processors advanced from data and information processing to
autonomous knowledge learning and intelligence generation [25]. Many
scientific publications are devoted to the research and design of cognitive
computers. For example, the work [25] (based on deep analysis) presents a

;) m. m
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retrospective and prospective review of the odyssey toward cognitive
computers empowered by transdisciplinary basic research and engineering
advances. For now, a wide range of fundamental theories and innovative
technologies for cognitive computers is explored, and a set of underpinning
intelligent mathematics is created. For example, the architectures of
cognitive computers for Cognitive Computing and Autonomous Intelligence
Generation are designed as a brain-inspired cognitive engine [25]. The
development of new solutions and implementation of cognitive computers in
autonomous Al have good perspectives in the near future.

4. New solutions and research directions in intelligent robotics
Ukrainian scientists and policymakers pay special attention to the

development and implementation of robotic systems. In intelligent robotics,
research is focused on the evolution of autonomous ground vehicles
(UGVs), autonomous surface (USVs), underwater vehicles (AUVS),
unmanned aerial vehicles (UAVS), and the integration of these systems. The
development of all these directions is propelled by the implementation of
advanced Al capabilities. Machine learning is utilized for navigation,
obstacle avoidance, and decision-making. There is an emerging trend
towards employing multi-robot systems featuring dynamic self-organization
of swarms. In underwater robotics, equipping AUVs with advanced sensors
and Al algorithms assists in pipeline inspection/protection and research of
marine biology, underwater environments, and landscapes. Current
developments aim to improve the autonomy of AUVs, allowing them to
operate for extended periods and at considerable distances in challenging
underwater conditions. Aerial robotic systems, especially drones or UAVS,
are used for a wide range of applications, from delivery services to combat
operations. Future research in this field focuses on swarm robotics, where a
group of drones collaboratively performs complex tasks. Alongside this,
there is a need to develop Al algorithms that facilitate drone navigation in
complex urban conditions, particularly in the absence of satellite navigation
signals. An important direction for future research is the development of
integrated robotic systems capable of operating in terrestrial, underwater,
and aerial environments. This could potentially involve the creation of
amphibious robots or systems where terrestrial, underwater, and aerial
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robots work in harmony. As robotic systems gain greater autonomy,
accompanying ethical and legal issues must be addressed. Specifically, this
concerns responsibility for the consequences in case of accidents, privacy
issues related to surveillance drones, and ethical implications of autonomous
weapon systems. Let us outline the future trajectories for the development of
intelligent robotic systems (IRS). Direction 4.1. Powerful LLMs such as
GPT-3.5 and GPT-4 developed by OpenAl [27] use machine learning to
generate human-like text and have found diverse applications in IRS.
Implementation of such LLMs can enable robots to understand commands
given in natural language, generate human-like responses, and even engage
in conversations, making them more useful and easier to use. Direction 4.2.
By learning to understand a set of rules or guidelines laid out in natural
language, a robot gains the ability to use these rules to make decisions in
real-world situations. In this way, a prototype of an artificial conscience
could be implemented, whose mechanism would allow for the avoidance of
issues in communication with humans and other robots, making decisions
that respect human rights and universal values. Using LLMSs robots can be
trained to read and understand instructions, allowing them to learn to
perform new tasks without the need for explicit programming. A robot can
use a GPT model for role-playing behavior, generating a series of potential
actions and estimating probable outcomes of the activity, and then choosing
the action most likely to achieve its goal. Direction 4.3. Additional
possibilities will be provided by the development of local GPT analogs such
as LLaMA, Alpaca, etc. These models can be embedded in the onboard
equipment of a robot, increasing its independence from external
communication networks. This direction is closely related to the
development of neural networks designed for converting audio streams into
text and text-to-speech. Although LLMs offer many potential advantages for
the IRS, they also pose certain challenges. For example, GPT models may
sometimes generate incorrect or nonsensical responses, their training
requires large volumes of data and computational resources, and their use in
autonomous systems raises significant concerns regarding safety, ethics, and
legal regulation. These issues will require thorough investigation to ensure
the beneficial use of such Al technologies without posing excessive risks.

18



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

Direction 4.4. Importantly, (a) future solutions for IRS will allow robots
to learn from past experiences and adapt to new situations without human
intervention; (b) improvements in sensor technology can enable robots to
better understand and interact with their environment [2, 5] as robots will be
able to detect and respond to changes in temperature, pressure, light, and
other environmental factors. Quantum sensors (QS), which employ quantum
physics to measure physical quantities with unprecedented accuracy, will
significantly influence the future of IRS. QS could detect minute changes in
environmental conditions, such as local fluctuations in temperature,
pressure, or magnetic fields, and can provide high-precision measurements
of acceleration and rotation, making them useful for robot navigation in
situations where GPS is unavailable or unreliable, such as underwater or in
space. QS might also enable the generation of new forms of imaging, such
as ghost images, where the image is formed from light that has never
interacted with the object. This technology could be implemented in robot
vision systems, enabling them to see through obstacles or around corners.
Furthermore, QS could play a role in secure quantum communication. This
would allow robots to communicate with each other and with control
systems in a way that is secure from eavesdropping. The collaborative
robots concept (cobots) is expected to evolve, allowing smoother interaction
between humans and robots. Robots will be able to anticipate human actions
and respond accordingly. Distributed robotics, involving multiple robots
working together to achieve a common goal, may see advancements leading
to more complex swarm behaviors and increased task efficiency. Another
subfield of robotics destined to make a place in society is soft robotics. This
field involves the construction of robots using highly pliable materials,
leading to the creation of more flexible and adaptable robots. Faster and
more reliable communication between robots and their control systems will
be facilitated by the transition to 6G - the future generation of wireless
technologies.

Direction 4.5. A significant impact on the future of the IRS will be made
by Augmented Reality (AR) technology [28]. It will provide a more
intuitive way for humans to interact with robots, visualizing a robot's
intentions, planned actions, or internal state. This will simplify the
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understanding and prediction of a robot's behavior for humans. AR and
Virtual Reality (VR) can also be used to create realistic training scenarios
for robots, which is particularly beneficial in situations where real-world
training would be dangerous, expensive, or impractical. Furthermore, AR
could enable remote control of robots, allowing a human operator to use an
AR headset to see the same view as the robot and control the robot's actions
from a safe distance. AR will enhance robots' autonomy by helping them
better understand and navigate their environment. It is important to note that
the realization of the outlined future achievements in the IRS will depend on
various factors, including scientific breakthroughs, actual advances in the
development of respective technologies, societal perception, as well as legal
and ethical approaches.
5. Al perspectives in the marine industry

Implementing Al technologies has a good perspective on the marine
industry, which is very important for Ukraine as a marine country. For
example: (a) the Al multi-software complexes are successfully used in
design processes in shipbuilding and ship-repairing; (b) intelligent
polymetric sensor systems are highly efficient as information components of
the integrated ships' control systems [29]; etc. Particular attention should be
paid to increasing the efficiency of ship safety monitoring systems based on
Al [30, 31], which can: (a) provide the seafarer with reliable and visualized
factual information concerning ship loading and wind-wave impact to
increase the soundness of his decisions for safe and efficient routing in
heavy sea conditions, in particular, to provide navigational safety at stormy
seas; (b) control of the autonomous (crewless) marine vehicle for fulfilling
its mission with correction of the planned path, speed, and course in the
current sea environment. Early and current research on ship safety
monitoring systems focused primarily on using sensors and other hardware
devices to detect hazards such as collisions, fires, capsizes, and leaks. Such
systems effectively recognize potential dangers and warn crew members and
other  stakeholders early. However, these systems' existing
hardware/software limitations could influence their effectiveness. For
example, these systems were often limited by the hardware devices'
processing power, which can result in delays in data analysis and decision-
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making. In any case, they still are DSS - Decision Support Systems [5, 31,
32], proposing to the ship Master only visualized forecasted options and
limitations on routing choice (Fig. 4 and Fig. 5, where green zones mean
safe parameters and red zones — dangerous parameters). The latest
developments in Smart Sensors and Al-based systems for ship safety
monitoring have shown promise in addressing these limitations. By
leveraging intelligent digital sensors and Al technology instruments, these
systems can provide real-time data analysis and predictive capabilities that
can improve safety and reduce the risk of accidents. Direction 5.1. The Al-
based ship safety monitoring systems involve Al algorithms and advanced
digital sensors to detect and analyze potential hazards in real-time
operations and optimize ship routing from human, technical, commercial,
and ecological safety points of view. This Al approach would involve the
integration of multiple digital and smart sensors, including liquid cargoes,
green fuels and technological liquids state parameters sensors, dynamic
parameters of control units, weather conditions monitoring, main engine and
auxiliary systems parameters monitoring, and other devices, to provide real-
time data on conditions onboard the ship into cloud databases. The data
collected by these sensors would be analyzed using Al algorithms to identify
potential hazards and provide early warning to crew members and other
stakeholders. The Al algorithms ship used would be designed to learn over
time, improving their ability to detect hazards and provide accurate
predictions, and also recommendations to create the next ships' generations.

Fig. 4. Visualization of ship safety diagram: limitations by speed
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Fig. 5. Vlsuallzatlon of ship safety dlagram limitations by course

Fig. 6. Component structure of the Cyber-physical System “Supply Vessel”
The proposed Al approach's practical implementation would involve

installing advanced sensors and Al algorithms onboard the ship. This
approach would require the development of new intelligent hardware
devices and software applications that can support real-time data analysis
and predictive capabilities. For example [29], the generalized sensor-
information components of the Cyber-physical System “Supply Vessel” are
presented in Fig. 6. The main sensory sub-agencies of the Cyber-physical
System (Fig. 6) are: operator workplace (1); a radar antenna (2); an onboard
anemometer (3); the radar display and a keyboard (4); a set of sensors for
ship draft monitoring (5); a set of polymetric sensors for fuel-oil, ballast
water and other liquid cargo quantity and quality monitoring and control
(6);a set of polymetric sensors for liquefied LPG or LNG cargo quantity and
quality monitoring and control (7); switchboards of the subsystem or
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actuating devices and operating mechanisms control (8); a basic electronic
block of the subsystem for liquid, liquefied and loose cargo monitoring and
control (9); specialized electronic block with sensors for real-time
monitoring of parameters of ship dynamics (10).

Potential challenges in implementing this Al approach include the need
for significant investment in research and development, as well as the need
for specialized training for crew members and other stakeholders. However,
the potential benefits of this approach, including improved safety and
reduced risk of accidents, make it a worthwhile investment for ship owners
and operators.

Direction 5.2. Digital Twins (DT) would be widely used in ship design,
manufacturing, operation, maintenance, modernization, repair, and, finally,
their utilization. The output of DT returns to the ship as actions,
recommendations, and even control. The outcomes of DT are used to:
Increase safety and reduce operational costs; Design new green and
digitalized ships, equipment, etc.;Training of operators and predictive
maintenance; Oversight and compliance monitoring, emergency response,
etc. While there are challenges to implementing this Al approach, the
potential benefits make it a worthwhile investment for the shipping industry.
Further research and development in this area are needed to realize the
potential of Al-based ship safety monitoring systems fully.

6. Advanced Al implementation in education
LLMs ChatGPT and GPT-4 have significant potential for their use in the

educational field. The capabilities of GPT-4 increased after the introduction
of access to the paid version of this language model to Internet resources
and the provision of the possibility of using about 800 embedded plugins,
the list of which is constantly expanding. Based on the gained practical
experience of working with ChatGPT and GPT-4, it is possible to formulate
a set of proposals or directions regarding potential areas of application of Al
platforms built on LLMs in teaching, learning, and research processes.
Direction 6.1. GPT-4 can act as a personal tutor that provides
information from different areas of knowledge and can explain concepts,
helping students to better understand the learning material. Al-based
platforms can create a more personalized and flexible learning environment
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for distance learning students [33]. GPT-4 and similar technologies facilitate
access to education for those living in remote areas or for individuals with
special needs by converting text to speech for students with visual
impairments or prov.

Direction 6.2. GPT-4 can be used 24/7 to dialogue with students, form
answers to their questions, and even host seminars and discussions, allowing
students to learn on their own schedule and at their own pace. Al can play
the role of a personal assistant that helps navigate learning and provides
advice on choosing a course, career path, or even personal development. Al
should be seen as an effective means of providing emotional support to
students to help them cope with stress and maintain mental health. In
essence, such language models are a powerful tool for personalized learning,
providing valuable experiences for the purposeful formation of knowledge,
skills and abilities by adapting to the individual needs of each student. They
can assess students’ current level of understanding of the learning material
and provide specialized content and exercises to help them improve. In fact,
we are talking about the mass creation of neuro-curators (neuro-teachers)
who will answer students' questions in Telegram bots and on websites,
including with voice support. The GPT-4 usage service already provides
access to 5 tutoring plugins, including: (a) Tutory (affordable tutoring and
on-demand education), (b) Open Lecture (offers useful points in open course
lectures for targeted learning), (c) Giga Tutor (personalized Al-based tutor,
which stores personalized answers to questions), (d) edX (finds courses and
content from leading universities to expand the user's knowledge at any
level), (e) ABCmouse (offers fun and informative learning activities for
children 2-8).

Direction 6.3. Al can help educators assess assignments, provide
feedback to students, and identify areas where students are struggling and
need additional support. Al also can provide teachers with resources for
professional development, such as suggestions for improving teaching
strategies or information that will allow them to stay abreast of the latest
research in their field. Using GPT-4, teachers can automate some aspects of
the learning process, reducing their workload. For example, GPT-4 is
capable of automatically grading assignments or creating learning content
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by generating learning materials such as: lecture summaries, self-test
questions, interactive practice exercises, quizzes, lesson plans, examples and
scenarios to illustrate complex topics and more. It is very useful to involve
Al as an aid in the review process to identify potential problems in the
manuscript, such as plagiarism or inconsistencies, to develop suggestions for
improving the clarity and coherence of the writing.

Direction 6.4. Another area of Al implementation is the effective
management of the resources of educational institutions, for example, the
optimal distribution of the teaching load among teachers, the preparation of
lesson schedules, the management of library resources, or the coordination
of services for students. An urgent task is the formation of the necessary
background for the future involvement of artificial intelligence technologies
in the process of generating compromise solutions in typical situations of
managerial activity. This approach will allow for generalizing the best
management practices and updating conceptual approaches to their
implementation.

Direction 6.5. LLMs are capable of working with different languages,
allowing for the creation of multilingual learning resources and providing
global access to education. Al can be a valuable tool for native and foreign
language learning, providing instant feedback on grammar, pronunciation,
and vocabulary. It can also facilitate the practice of speaking in a safe and
non-judgmental environment, without judgment, providing real-time
translation services that facilitate the learning and collaboration of students
who speak different languages. In this context, it is worth noting the
additional capabilities of GPT-4, which are provided, for example, by
plugins Speak (a language tutor based on artificial intelligence that allows
you to learn to speak anything in another language), Speechki (provides the
conversion of texts into ready-made audio with a download link sound files,
or to the page of the audio player).

Direction 6.6. A promising trend is the integration of LLMs with
generative transformers capable of synthesizing two-dimensional and three-
dimensional images, and videos. This opens a wide field for creativity and
improvement of teaching and learning processes.
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Direction 6.7. Using artificial intelligence as a teaching tool, teachers
and faculty can train students to identify and analyze the limitations inherent
in artificial intelligence, which will help develop critical thinking. As
artificial intelligence becomes more common, it is important for students to
understand how such systems work and the ethical considerations involved
in their use. Therefore, Al should be used as a tool to teach relevant
important skills.

Direction 6.8. Al can facilitate collaborative learning by coordinating
group projects, creating an environment for discussion, and providing
feedback on group dynamics. A very valuable asset is the ability of Al to
generate dynamic simulations or scenarios that allow students to apply their
knowledge in a virtual environment. This is especially useful in fields such
as medicine, engineering, or any other discipline where real-world
application of skills is key.

Direction 6.9. No less important direction is psychological assistance to
students. Al should be seen as an effective means of providing emotional
support to students to help them cope with stress and maintain mental
health. This may include mindfulness exercises, stress management
techniques, or even simply providing compassionate communication. An
intelligent chatbot can help identify situations where a student is
experiencing emotional difficulties and suggest appropriate resources or
interventions. In this context, Al can play the role of a personal assistant that
helps navigate learning and provides advice on choosing a course, career
path, or even personal development.

Direction 6.10. LLMs are also a valuable tool to assist researchers by
providing quick access to information, generating ideas for research and
writing fragments of scientific reports, dissertations, or articles,
summarizing large volumes of text, identifying key themes in the literature,
and even suggesting areas for further research. Al can also help with data
analysis and visualization and symbolic computation. In particular, the
Wolfram plugin provides access to mathematical calculations, knowledge
sampling, and real-time data through Wolfram Alpha and Wolfram
Language services. Although the proposed directions have great potential, it
is also important to constantly consider the ethical implications and potential
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risks associated with the use of Al in education. These include issues related
to privacy, bias, and the quality of Al-generated content. It is critical to have
safeguards in place to address these issues and use Al as a tool in a way that
supports rather than replaces teachers. Again, while Al platforms offer
exciting opportunities, it is important to approach them critically, ensuring
that the use of Al enhances, rather than detracts from, the human element of
education and research. It should be noted that the GPT-4 plugin engine
relies on external programs, and GPT-4 with the plugin enabled can send
them sensitive information or parts of the dialogue, including the user's
country, preferences, etc. In this context, it is more reliable to use local large
language models that function on the closed platform of the Ministry of
Education and Science, an educational institution. Examples of these are
LLaMA 7B/13B, Alpaca, etc. It is significant that the effectiveness of neural
networks will grow over time in accordance with the improvement of Al
technologies, increasing the quality and quantity of output data, and
computing capabilities. This will encourage the revision of the concepts of
training and their constant adaptation. The policymakers in different
countries pay attention to the implementation of the ChatGPT in education
processes. For example, the Chancellor of the nation’s largest school
system, New York City Public Schools, David C. Banks said on 18 May
2023 [34] that ChatGPT caught NYC schools off guard and now, they are
determined to embrace its potential and in New York public schools,
students will be taught how to use Al. Direction 6.11. No doubt, the
efficiency of training students in the Al field at the university level may be
significantly increased in the framework of specialized integrated education
environments [35] such as multi-university (academic) consortia and
academic-industry consortia.

7. Linguistic competency of Al systems
Linguistic competency is a recognized sign of human intelligence. It

results from linguistic intelligence in Gardner’s theory of multiple
intelligences [36]. Besides, verbal communication using natural language
and language acquisition are included in the list of competencies
characterizing human-level general intelligence [37]. Given this, the ability
to express thoughts, ideas, and suggestions using human language, which

27



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

constitutes the linguistic competency of an artificial personality, is an
important subtask in developing Al. In turn, “accurate report”, which is a
standard behavioral index indicating consciousness in humans, is best
realized through human language [38]. In a similar way, these ideas are
applicable to Al, which imitates human intelligence and thinking. In this
sense, the developed linguistic competency of an artificial personality able
to report accurately on what is going on may be regarded as a criterion
indicating the rise of artificial consciousness. The role and rise of linguistic
competency follow from Potebnja’s theory of thought and language which
emphasizes the importance of language in shaping human thought
processes. According to Potebnja, language is not simply a tool for
communication but is also a means of organizing and structuring our
thoughts [39]. He argues that language is a form of thought and that the way
we use language reflects our cognitive processes. Potebnja’s ideas have
influenced the development of cognitive linguistics, which seeks to
understand the relationship between language and thought [40]. In a similar
way, these ideas are applicable to Al which imitates human intelligence and
thinking. Human understanding of the text or a message is based on the
meanings of the used words, which are presented in explanatory
dictionaries. Intrinsically, the use of such vocabulary as a knowledge
resource of Al simulates the human way to formulate thoughts. The
meaning of each word can be decomposed into elementary senses and these
can be deduced from the word definition or explanation available in the
dictionary. This process can be described mathematically and
correspondingly formalized to automatically build semantic fields [41],
resulting in the technical possibility of developing a deep intelligent
instrument able to assess and compare texts and disambiguate word senses.
The linguistic module of artificial personality can acquire human-like
linguistic competency in this way. Chomsky argues [42] that humans have
an innate ability to acquire language, which is hard-wired into our brains.
This idea has been influential in the development of NLP algorithms, which
seek to replicate human language acquisition processes in machines and Al
technologies. It is important that the Al mechanisms modeling human
thought and language preserve the information contained in the processed
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texts. If the original language uses a non-Latin alphabet, some natural
language processes require its Romanization. To be able to restore the initial
text, the Latinization process should be based on scholarly (strict)
transliteration, which provides simple-correspondent (one-to-one) or
isomorphic correspondence between initial and Romanized graphemes. The
Latinization rules using a mediator language inevitably refer to
corresponding sounds in that language. That is, they are based on practical
transcription rather than transliteration and, therefore, fail to preserve
contained semantics. For example, the use of the English-oriented
Romanization system for Ukrainian results in word form distortion and the
appearance of false identities: ["anmbuenko — "anmuenko (Halchenko), Tponko
— Tpounbko (Tronko), Boponko — Boponsko (Voronko), bankoBa —
banbkoBa (Bankova), ITanbkiBcbka — IlankiBebka (Pankivska), [TomsoBa —
ITonosa (Polova), Jlsutbko — Jliamko (Lialko), Jlimiana — Jlinsana (Liliana),
Mapian — Map’sa (Marian), mMemiana — MexasHa (mediana), BoziaHoB —
BozsnoB (Vozianov), I'yanmepian — I'yapepsa (Hunderian), Kmaysiyc —
Knaysroc (Klausius), ITii — ITiit (Pii), Jlap’ia — Jlapin (Larin), JleButchkmii —
JleBnmpkmii (Levytskyi), Tompka — Totceka (Totska), UepHsarcekuit —
UYepnsipkuii (Cherniatskyi), etc. To avoid these inconsistencies [43], it is
expedient to introduce in Al systems the national transliteration standard
DSTU 9112:2021.

Direction 7.1. Research direction, which concentrated on increasing the
linguistic competency of Al systems for a correct understanding of the
contents in communications between humans and intelligent robots and
between different kinds of robots in multi-robotic systems, is perspective
and important for future Al development and implementation.

8. Conclusion
The main peculiarities of the developed AIDU Strategy, priorities in Al

implementation, and prospective research directions in the Al field are
focused on and discussed in detail. The result of the “Strategy for Artificial
Intelligence Development in Ukraine” [39] implementation should deal with
the creation of breakthrough technologies in the field of computer science
and artificial intelligence as well as the creation of conscious Al-powered
computers that make decisions considering ethical, moral, and legal norms.
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One promising way to realize the AIDU Strategy is the study of artificial
consciousness based on a synergetic approach. At the next step, future
research must deal with software and hardware development, testing and
implementation of proposed new-generation intelligent systems with Al
based on the conscience conception. Another important direction (7.1) is the
development of linguistic technologies, particularly those providing
semantic text analysis that manifest the emergence of linguistic competency
of an artificial personality. Besides, the authors analyzed and underlined the
most important fields for Al implementation in Ukraine, as well as,
developed, formalized and justified priority practical-research directions for
future successful Al results and achievements, in particular, (4.1) — (4.5) in
intelligent robotics, (5.1) — (5.2) in the marine industry, (6.1) — (6.11) in the
education sphere. Scientific efforts must be concentrated on intensive Al
research in the abovementioned directions to increase the role of Ukraine in
the world as a highly technological country, strong marine country and
country with high-caliber standards in education. 1AIP-project on the AIDU
Strategy may be the base as well as can be modified, extended and
transformed into the final edition of the National Strategy for Al
Development in Ukraine.
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Anomayia. [lanuii po30in npuceauena aHanizy KOHKPeMHUX HANPAMKIE ma ocobaugocmetl
Cmpamezii pozsumky wmyurozo inmenexmy (L) ¢ Yxpaini. OcHogHumu cxradogumu pobomu
€ ananiz nomoyHo20 CMamy 3 OOIPYHMYBAMHS, DO3POOKU MA OepIICAGHO20 3AMEepPOdCeHHs
Hayionanvnoi cmpameeii IIl ¢ Yxpaini; xniovoei eremenmu ma OCHOBHI npiopumemi
nanpsamku  enpogaddcenns LI 3ziono 3 ILLI-npoexmom «Cmpameein poseumxy LI ¢
Vkpainin; nponosuyii wooo poseumky LI 6 kopomkocmpokosili ma 00820CmMpoKosiil
nepcnekmugi ma ocobaugocmi enposaddcenns LI 6 Yxpaini 6 cyuacnuii eoenHuil uac.
Ocobausa ysaza npudinacmvcs makum uanpsmxam oocaiovicens LI, sk (a) npoexmysanns
cucmem LIl na ocnosi xoenimugnux xonyenyiii i konyenyii ceidomocmi; (6) nogi piwents @
iHmeneKmyanbHuxX pobOmMOMexXHIYHUX CUCIeMax Olsl HA3eMHO20, NI0BOOH020 Ma NOGIMPAHO20
3acmocysanis; (8) nepcnekmusy Wmy4Ho20 iHmenekmy 6 MOpCuKill 2anysi; (2) nepcnexkmugne
enposaooicennsa LI 6 oceimy; (0) ninesicmuuna xomnemenmuicmo cucmem LI Ompumani
asmopamit pe3yibmamu Moxcyms 6ymu GUKOpUCMAHi Oiisl po3podKu cmpameiuHux KpoKig i
naanie y docniooicenni LI ma énpoeadaicenti npoyecie npuiiHAmMms piuienb Ha 0epuCcagHOMY
pieHi.

Knwuosi cnosa: Cmpameeia, wmyyHuili iHmenexkm, po3pooOKa, 6npoeadicenHs, YKpaiua,
npiopumemu, ocobausocmi, ananiz, \[1LLII-npoexm
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Abstract. The key element of the latest broadband wireless access systems operating in the
conditions of a metropolis, mountainous or cross-country terrain, as well as in the conditions
of combat operations and emergency situations is a high-altitude aerial platform with special
telecommunication equipment located on it. The use of an aircraft-type small-sized unmanned
aerial vehicles (UAVs) for such systems allows to achieve the following advantages: relatively
low cost of implementation, small size, a short period of time for the deployment of
communication systems in a given area. The section examines the fields of implementation and
the principles of structural and functional construction of telecommunication systems based on
high-altitude aerial platforms. An analysis of the principles of structural and functional
construction of telecommunication systems based on aerial platforms was carried out, which
showed the main perspective areas of application of wireless episodic networks, where one of
the structural units is aerial platforms on which repeater nodes are placed. This makes it
possible to provide a given quality of service (QoS) to subscribers by maintaining connectivity
between network nodes. The functioning of such complex networks is not possible without an
effective control system, which includes the UAV network control subsystem and the flight
control subsystem. Conducted researches in the field of development of UAV control systems
made it possible to determine the basic advantages and disadvantages of the latest approaches
to the synthesis of flight control laws, and the conditions for their application. The selection of
the optimal adaptive control system of the aerial platform made it possible to choose a
quadratic functional as an optimization criterion. This will make it possible to ensure the
minimization of energy consumption while maintaining the necessary quality indicators of the
functioning of the telecommunications system, in the conditions of changing the parameters of
the control object.

Keywords: UAV, aerial platform, telecommunication network, wireless episodic network
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1. Introduction
In conditions of high probability of local (regional) armed conflicts, the

developed countries of the world pay special attention to the improvement
of communication systems of the tactical link of management [1]. Achieving
information advantage is presented as an objective necessity for the
successful course of the battle (operation). The main features of modern
warfare can be emphasized: deployment of battle formations on a wide front
and great depth, rapidity, high maneuverability, the use of high-precision
weapons, a global intelligence system, new ways of conducting military
operations, deep maneuver raids, etc. The main features of the process of
managing troops, combat systems and weapons are:

— increased mobility of units;

—high dynamics of movements of troop groups as a whole;

— decentralized deployment of troops in territories divided by enemy
forces;

— integration of communication, navigation, intelligence and automation
systems, etc.;

—asingle information space for all its participants;

— focus on direct participants in military operations (automation of the
battalion — company — platoon — individual soldier levels);

— decentralization of network resource management processes.

It is known that modern principles of communication organization and
technical equipment of communication units of Ukrainian Armed Forces do
not allow to fully satisfy the needs for commanding of troops in the
conditions of modern combat [2] The main disadvantages of the existing
communication system of the tactical control link are: low mobility of
communication nodes of control points; non-fulfillment of requirements for
productivity, reliability, security, providing of radio communication
between mobile subscribers; non-fulfillment of the probability-time
characteristics of information exchange; low automation of the processes of
establishing, maintaining and supporting radio communication; moral and
physical obsolescence of radio communication equipment, etc. This means,
that the development of new approaches to the creation of a tactical-level
communication system that meets today's requirements is an actual scientific
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problem. Therefore, a new architecture of the mobile component of the
communication networks of the Ukrainian Armed Forces is proposed, which
takes into account: the experience of the development of tactical
communication systems of the United States; modern requirements of the
troop management process and corresponding requirements for tactical-level
communication systems; the modern level of development of wireless
telecommunication technologies for civilian purposes.

2. Analysis of previous studies
Recently, the USA has been intensively developing a single

multifunctional information and control system that integrates the functions
of managing troops, weapons, intelligence, electronic warfare, as well as
communication, navigation, orientation and recognition - C4ISR (Figure 1)
(Command, Control, Communications, Computers, Intelligence,
Surveillance & Reconnaissance). The architecture of C4ISR is presented in
1.1. Since 1999, the term network-centric concept of warfare has been
introduced, which defined the large-scale use of computers, high-speed
channels and network software on the battlefield.

Classic analog radio communication is actually no longer used in the
corps, brigade and battalion units of military command. It was replaced by
wireless information networks that allow receiving not only formalized
reports on discovered and destroyed targets, losses, ammunition and fuel
consumption, but also video images from the scene of combat area,
information from reconnaissance unmanned aerial vehicles, radio electronic
surveillance aircraft and ground surveillance targets.
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Fig. 1. C4ISR architecture
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In the US armed forces, a phased implementation of the battlefield
information network (WIN-T - Warfighter Information Network Tactical)
program is proposed, which involves the reorganization of divisions into
"computerized" ones. The purpose of the reorganization is to reduce the
combat and numerical composition of the division with a simultaneous
increase in its combat effectiveness due to increased mobility, achieving an
absolute advantage in information provision and intelligence capabilities. A
characteristic feature of the "computerized" division is equipping it with
promising models of weapons, military equipment, automatic control system
of units, intelligence, air defense and rear, integrated into one system.

2.1. Presentation of main material
In our time the rapid growth of technologies in the field of

telecommunications has led, on the one hand, to the anticipatory
development of commercial networks, on the other hand, the need to reduce
budget allocations for defense requires the introduction of civil technologies
into the military sphere. However, the analysis of existing standards (I1S-54,
IS-41, 1S-95A) and protocols (IPv.4, GSM MPT 1327, TETRA, etc.) of
cellular and trunked radio system, wireless local shows that their direct
application in tactical systems of military communication is impossible. The
main difference of tactical level networks is unreliability, temporality of
channels, their low survivability; at the same time, technologies, protocols,
quality of service (QoS) of the Internet are designed for the intended
infrastructure at the physical level. Commercial protocols are optimized for
stationary infrastructure (base stations are stationary) and cannot perform
the functions of addressing, routing, service transfer from one zone to
another in networks with a dynamic topology. They implement centralized
control algorithms and, in addition, bring a significant service load to the
network (Table 1). Therefore, in promising tactical networks, it is necessary
to use commercial standards and carry out scientific developments taking
into account the unique characteristics of military infrastructure. The
features of modern tactical communication networks include: — dynamic
topology (network nodes are mobile, subject to destruction and failures;
radio communication channels are unstable, have limited communication
range and bandwidth due to the influence of the enemy's radio-electronic
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countermeasures, mutual interference, conditions of radio waves
propagation, etc.); — limited power and transmission time of subscriber
equipped with radio terminals with rechargeable batteries; — significant size
of networks (hundreds or thousands of elements); - heterogeneity of network
elements: by mobility (tank, soldier, helicopter, aircraft), by level of
productivity (mobile base station, mobile subscriber).

Table 1
Variants for building the architecture of tactical link networks
Characteristic Cellular Trunked networks Mobile radio networks
networks
Architecture Fixed cellular: fixed service areas, stationary There is no fixed
base stations infrastructure, each node is
a relay (router) of messages
Usage of Using a fixed network to
public connect base stations
stationary
network
Type of topology Static (base stations are static) Random, highly dynamic,
topology adaptation to
operating conditions
Deployment time Very long Significant Rapid deployment,
A | A network planning stage is self-organizing of
network necessary network, easy expansion
design
(planning)
stage is
necessary
Control type Centralized, the presence of a separate Decentralized, does
(dedicated) control network not have a dedicated control
network
Mobility Only subscribers within the coverage areas All network
of stationary base stations are mobile elements are mobile
Survivability Very low Very high
Intelligence Low High
security
Data transfer speed Low speed - GPRS (one - ten Kb/s) High, 1.. .54 MB/s
Field of Rear units, anti-terrorist operations Battlefield,
application emergencies
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At the same time, the main technical requirements for the next
generation of communication systems are: — integration of all types of traffic
(voice, data, video, video conference); — full mobility of all subscribers and
network elements; - ensuring the specified quality of subscriber service
(QoS) in significant geographical areas under conditions of use of both
conventional and nuclear, biological and chemical weapons; - guaranteed
confidentiality of all types of information; - minimal human participation in
planning and communication. Work [3] shows the analysis of possible
options for building the architecture of tactical link networks demonstrated
the advantages of using mobile Ad-hoc Networks (MANET) in comparison
with cellular or trunking networks — table 1. Mobile ad hoc network
(MANET) is a dynamic architecture of building networks which is self-
organizing and does not contain base stations and fixed information
transmission routes. A network node is a terminal (portable computer,
personal secretary, sensor device, robot, etc., equipped with a radio modem)
which utilizes the functions of a host and a router. In these networks, the
topology is random, all its elements can be mobile, the principle of
organization of information transmission is the switching of messages
(packets), control type is decentralized. The main characteristics of the
existing channel-level protocols of wireless networks are given in table 2.
The analysis of the table allows us to conclude, that in conditions of high
mobility of nodes, which is characteristic of most BEM, the IEEE 802.11
and IEEE 802.16 protocols are preferable, although they are far from
perfect, but after certain modification they can be used in tactical radio
networks. There are already certain commercial technologies (standards) of
the channel and physical levels of the OSI model, which can be the basis for
creating a mobile component of the tactical communication networks of the
Ukrainian Armed Forces. The mobile component is designed to ensure
information exchange in the interests of all troops operating in the tactical
zone, regardless of their subordination and the tasks they perform. It is
assumed that its architecture will be heterogeneous, hierarchical, consisting
of three main levels (Figure 2): 1st - mobile radio networks of the lower
level of management; 2nd - networks of mobile base stations (MBS), which
will form a support network; 3rd is an aerial network that can be
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implemented on unmanned aerial vehicles [2].

Table 2

Characteristics of the existing protocols of the channel level of wireless
networks

Main characteristics Channel level protocol
IEEE 802.11 IEEE 802.16 | HiperLAN | Bluetooth
2
Frequency (GHz) 24/51 2-66 5.1 24
Distance (m) From 500/ to 100 - 20000 | From250 | 10...100
100
Transmission speed in the 1/2/11/54 120 54 0.7..1
channel Mb/s
Channel access method DFWMAC OFDMA/TDMA /Polling / TDD
(CSMA/CA) TDD
Control type, network Decentralized, all | Zonal (network clustering), centralized
organization nodes are of the | management of resources in each zone
same level (piconet)
Node mobility Easily Complicated, causes the need to rebuild
implemented at network zones
the network level
Network bandwidth Limited by Determined by the network
mutual configuration, network reconfiguration
interference time is significant

Sensor networks (telemetry networks) can form an additional zero level.
Creation of each level involves improvement of quality indicators of
functioning of the entire communication system. Each level of the mobile
component uses its own frequency subband. The advantages of mobile radio
networks are obvious: no planning stage (possibility of self-organization),
fast deployment, decentralized management (very high survivability), work
in motion of all network elements, etc. For communication between
geographically separated groups of troops (network zones) or to increase the
reliability of communication between the MBS and the productivity of the
mobile component, an upper level is created - an air trunk network that can
be implemented on unmanned aerial vehicles (airplanes, airships).
Proposals for the creation of a UAV network in the interests of all of
Ukraine can be found in [2]. Each UAV is equipped with two types of radio
equipment using directional antennas: 1st — for communication with MBS or
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dedicated users; 2nd — for exchanging information with a nearby UAV.
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Fig. 2. An example of the architecture of the military communications
network mobile component using a UAV network
UAVs are integrated into a network of aerial nodes for switching

messages (packets) with the implementation of routing functions: collection
(sending) of route information, its storage, calculation of routes,
transmission of packets along two types of routes. The first type of route
provides relaying of traffic within its zone, the second type - between
different (m-n) zones. The advantages of using a UAV network are
following:

1. Connectivity between geographically separated groups of troops
(zones of the mobile component) is ensured [2].

2. The reliability of communication between MBS within the same zone
increases due to the appearance of alternative independent transmission
routes.

3. The performance of the network is increased due to: use of radio
channels between UAVs with greater bandwidth compared to the MBS-
MBS radio channel, efficiency of managing the mobile component (the
volume of transmitted service information is reduced and the time of its
collection is reduced [2]), reducing the length of information transmission
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routes by several times, etc.

4. The specified quality of subscriber service (QoS) is provided due to
the use of deterministic multiple access protocols [2].

5. Remote collection of intelligence information or its removal from
sensors of sensor networks is provided.

2.2. Development of aerial platforms based on UAVs for
telecommunication systems

Nowadays, more and more countries of the world are paying attention to
the development of UAVSs that can be used in various spheres of human
activity. One of these areas is the use of UAVs as an aerial platform for
placing repeaters of wireless episodic communication networks that are used
in households and on the battlefield. Aerial platforms for telecommunication
systems are aircraft lighter or heavier than air, which can move in the air
space for a long enough time, carry cargo with telecommunication
equipment, ensure its operability and perform, if possible, orientation of
antenna systems on the Earth's surface. Depending on the working altitude,
aerial platforms can be divided into three types: low-rise (up to 7..8 km),
medium-rise (up to 8..12 km) and high-rise, or high-altitude (stratospheric)
[4]. Usage of economic UAVs became an important stage in the creation of
aerial platforms. Thus, as an air platform, General Atomic Aeronautical
Systems Incorporated offers the RQ-1 Predator reconnaissance aircraft with
the following characteristics: wingspan of 14.8 m; length 8.22 m; height 2.1
m; speed 200 km/h; operating altitude 7.62 km; range 742 km; time in the
air is 40 hours; empty weight 500 kg; payload mass 204 kg. The UAV has a
television and infrared camera, radar, communication and guidance
equipment. Aircraft is controlled from Earth by an operator through a
special station in the Ku range.

General Atomics Altus UAV was created to test new technologies for a
long-term operation in the air of an unmanned aircraft (from 12 to 72 hours)
with a launch mass of 940 kg and a payload of 150 kg. Aircraft is equipped
with a Rotax 912-2T engine with a 2.5 m diameter propeller. American
company Aurora Flight Sciences Cor. for long-term flights in the
stratosphere offers the Perseus B UAV, which has the following
specifications: wingspan of 21.8 m; take-off weight 1100 kg; payload mass
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50..300 kg; altitude 20 km; flight range 1853 km; flight duration 8..24
hours; the power delivered to the payload is 1.2 kW. Also, the use of solar-
powered UAVSs as aerial platforms is a promising direction. One of them is
the unique autonomous aircraft Helios. Such aircraft with a wingspan of 76
m accommodates 5 nacelles, which houses the landing gear, all electronics
and electrical engineering, as well as 14 engines with a power of 2 hp each
and weighing 5 kg each. A special regenerative module can be placed in the
nacelle to provide energy to the aircraft at night. The total weight of the
aircraft does not exceed 600 kg. In August 2001, Helios made a four-day
non-stop flight and reached an altitude of 29.5 km [4]. It should be noted
that the success achieved in the field of stratospheric autonomous drones
allowed the company Aero Vironment Inc. create a new Sky Tower
company specifically for the deployment of telecommunication systems
based on aerial platforms. As an aerial platform for telecommunication
systems, the Ukrainian UAV Phaeton, which is a development of the
Zhukovsky National Aerospace University (Kharkov) [4]. The device is
designed for long-term non-stop flight at a speed of 150 km/h at altitudes of
up to 25 km. With a weight of 150 kg, length of 6.4 m, height of 1.9 m and
wingspan of 15.8 m, the device can carry a payload from 15 to 60 kg. Own
electricity is used mainly to power two electric motors of 1.5 kW each.
Electricity on the board of the aircraft is produced by solar batteries (1.6..2
kW), which are placed on the upper surface of the wings and fuselage. The
specific power of film photocells (on the wing consoles) is 150 W/m2, and
of rigid photocells (on the fuselage) - 200 W/m2. At night, the operation of
the aircraft is supported by a battery with a capacity of 16 kwh.
2.3. Features of the UAV as a control object, which is considered in this
work

If we describe the classification of adoption support systems (DSS), then
it should be emphasized that there is no single classification for them.
Different authors have different approaches to the issue of DSS
classification depending on the characteristics of the algorithm of work and
the goals for which they are intended. For the structural-parametric synthesis
of the optimal adaptive control system, the Ukrainian UAV Albatros of the
Kharkiv Design Bureau "B3JIET" is used in this work, which is by weight is
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a lightweight (13.5 kg) with a wingspan of 2.89 m and a wing area of 0.55
m2. Ensuring the relative cheapness of the complex requires the use of
cheap sensors (fiber-optic and micromechanical gyroscopes and
micromechanical accelerometers). This aircraft has thrust control, which
allows you to control the speed of the aircraft with a specified accuracy, this
is necessary to support the functioning of the telecommunications wireless
network. The air speed of the UAV can vary from 54 to 180 km/h, which
causes a change in the parameters of the aircraft, since the state matrix A

and the control matrix B of the object include the coefficient pv°/2,
where V - is the true air speed. The change in UAV parameters, which is
caused by the change in speed pressure and fuel combustion, determines the
use of an adaptive control system to ensure constant indicators of the quality
of control of the UAV. In figure 3 shows the structure of the navigation and
piloting complex, which is used to control the above-mentioned UAV [5].

The on-board UAV navigation and control complex includes four main
elements: 1. Integrated navigation system; 2. Satellite navigation system
receiver (SNS); 3. Autopilot module; 4. Remote control receiver (RC)

The integrated navigation system measures orientation angles (course,
pitch, roll), longitude, latitude, altitude, speed, angular velocities, linear
accelerations, barometric altitude, vertical speed. The autopilot module
issues control commands in the form of PWM (pulse width modulated)
signals, in accordance with control laws. It should be noted that when
synthesizing UAV control laws, both stochastic components are necessary,
which are caused by the action of, for example, turbulent wind, and
deterministic disturbances. Traditional or non-adaptive control systems
include systems built using a priori information about the object, sufficient
to achieve the control goal, regardless of the implemented control principle,
the presence of feedback, the randomness or determinism of disturbances,
and the use of computing tools. The development of the theory of automatic
control since the end of the 50s is largely connected with the works of R.
Kalman and R. Byusa on optimal linear filtering, as well as A. M. Letov and
R. Kalman on the synthesis of linear dynamic systems, optimal according to
the quadratic quality criterion.
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Fig. 3. On-board UAV navigation and control complex
2.4. Evolution of UAV control systems
These works formed the theoretical basis for the wide application of the

theory in various fields of science and technology and made it possible to
solve fundamentally new theoretical and applied problems. At the same
time, practice of applying theory of optimal systems in solving specific
technical problems has shown that optimal systems synthesized according to
the quadratic quality criterion are sensitive to the parameters of the model of
a real object and the characteristics of input signals, that is, they are not
rough, and sometimes lose not only optimality, but also efficiency in those
cases when a priori information about the object and the environment is not
known precisely, but only with some credibility, which is specified by the
membership intervals (uncertainty classes). Tasks of the synthesis of the
regulator and the state estimator, taking into account the uncertainty in the
object models and the characteristics of the input signals, are among the
central ones in modern control theory. Their importance is primarily due to
the fact that in any engineering task of designing control systems there is
uncertainty (or error) in the model of the object (the mathematical model of
the object, obtained on the basis of theory or as a result of identification,
differs from the real technical system) and in the knowledge of the class of
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input disturbances. The beginning for making classical theory of robust
control, extended to multidimensional systems, was the article by Zeims [6],

in which a new optimality criterion was proposed based on H* - norm of
the instantaneous transient function of a closed system. The use of norms as
a criterion of optimality in the synthesis of multidimensional systems is

based on the fact that H” norm can serve as a measure of strengthening the

system. H” - the norm of the step response is the output energy of the
system when a signal with unit energy is applied to the input of the system.
If the output is an error, and the input is a disturbance, then by minimizing

H” - norm of the step response, we minimize the error energy for the
worst case of the input disturbance. New solutions to the problems of
synthesis of control systems, which were reduced to the optimization of the

H” norm and took into account uncertainties in the system, about which
information is minimal, received their first solutions in the mid-1980s based
on several approaches at once. However, sometimes synthesis procedures

led to curious cases. Thus, for a second-order system, the optimal H® -
regulator had the tenth order [6]. Many works published after 1984
developed the so-called "1984 approach™ proposed by J. Doyle, in which,
based on the theory of Glover's genkiel approximation, a procedure in the

space of states for solving the problem H™ - optimization for the case of
finite-dimensional linear systems is given. Based on the results of the work

[7], a new concept of the approach to the solution H* - optimization was
formulated in 1989, named "2- Riccati approach™. The point of the approach
is that the optimal problem is replaced by a suboptimal one. The "2-Riccati
approach™ method combines the classical theory of automatic control and
the state-space method, namely; the formulation of the problem was
performed in the frequency domain, and its solution was performed using
the state-space method. In addition, this method allows developers to set the
desired characteristics of the quality and robustness of the closed system
during the design process. Within this approach, the procedure of synthesis

H™ - suboptimal control was similar to the procedure of synthesis H 2.
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optimal control. Applying this approach, it was possible to formulate the

principle of separation in H * control theory, analogous to the well-known
principle of separation in LQG theory. It was proved that, under certain

conditions, H? control theory is an extreme case of the H® theory. The
procedure for finding suboptimal regulators was greatly simplified [8]. It
was found that the degree of the regulator for an object of order n does not
exceed n [8]. An alternative to robust suboptimal regulators can be adaptive
automatic control systems. The emergence of the theory of adaptive systems
is dates back to the second half of the 1950s, although separate adaptive
systems and theoretical developments devoted to them appeared much
earlier. All control systems built using a priori information sufficient enough
to achieve the control goal are non-adaptive, or traditional, control systems,
regardless of the implemented control principle, the presence of feedback,
the randomness or determinism of disturbances, the use of computing tools,
etc. If the amount of existing a priori information about the properties of the
object cannot ensure the achievement of the formulated control goal, then it
should be about adaptive control systems. Thus, only those control systems
that are designed to function in conditions of a priori uncertainty and which
in the process of functioning automatically adapt to unpredictable changes
in the properties of the control object and the environment are classified as
adaptive. Thus, the dynamic characteristics of aircraft strongly depend on
the flight mode, technological differences, and the state of the atmosphere.
In such conditions, it is often impossible to apply traditional methods, or
they give poor results. Adaptive systems can be divided into two major
classes: self-organizing and self-tuning. According to the level of
formalization of a priori uncertainty, known adaptation approaches are
divided into:

—parametric adaptation, in which a priori uncertainty is caused by
insufficient knowledge of the parameters (coefficients) of the control object;

—non-parametric adaptation, in which the a priori uncertainty is not
directly related to any parameters.

In both cases, the uncertainty is reduced based on successive
observations of the input and output signals in the control process.
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Parametric adaptation problems are closer in formulation to flight control
problems, since the processes that need to be controlled have been studied to
the extent that they allow us to obtain the structure of the equations of
motion. According to the organization of the adaptation process, the used
methods are divided into: search, which are characterized by the processes
of iterative movement until the required quality of control is achieved; non-
search, based on the use of some necessary conditions of the desired
management quality. In systems of search adaptation, deterministic or
random test signals are formed by special devices, or conditions are created
for excitation in the control object of undamped oscillations, which are used
as search signals. The simplest search systems are the majority of extreme
systems, in which the lack of a priori information is filled at the expense of
current information obtained in the form of the object's reaction to
artificially introduced search (trial, test) signals. The presence of trial
movements is the main disadvantage of search adaptation, as they are not
always permissible under the conditions of the control object. This also
applies to automatic control systems of aircraft [6]. Non-search satnavs
explicitly or implicitly contain a model with the desired dynamic
characteristics. The task of the adaptation algorithm is to adjust the
controller coefficients in such a way as to reduce the difference between the
control object and the model to zero. Such control is called direct adaptive
control, and systems are called model reference adaptive systems. In the
case of indirect adaptive control, the object is firstly identified, and then the
corresponding coefficients of the regulator (self-turning regulator) are
determined. With direct adaptive control, the adaptation circuits work in a
closed loop. This allows to practice changes to the parameters of the object
and the regulator. However, each self-tuning loop increases in the system
order by at least one, and at the same time significantly affects the overall
dynamics of the system. In the case of indirect adaptive control, the self-
tuning loops work in an open loop. However, all identification errors, losses
of object and controller parameters significantly affect control accuracy.

For the purposes of organizing adaptation, the following can be
distinguished:
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—systems with special properties, as a result of which operation the
control process acquires some mandatory properties, which may include
stability, sensitivity to any disturbances or errors of a priori information, the
given location of the roots of the characteristic equation, etc.;

—optimal systems, ensuring the minimization of some functions that
reflect the quality of the controlled movement.

Among the modern approaches to the construction of adaptive UAV
flight control systems, there are many different theoretical premises and
technical methods. The analysis of publications allows us to draw some
conclusions about the current state and researched ways of building adaptive
aircraft flight control systems.

1. The concept of building adaptive flight control systems based on a
combination of identification processes and proper control is dominant.

2. In all known studies, linearized mathematical models of isolated
longitudinal and lateral movements are accepted as models of the controlled
process.

3. Estimation of the state of the controlled process is performed on the
basis of the Kalman filter (or the issue of state estimation is not discussed -
it can be assumed that in these cases the accuracy of measuring the variables
of the aircraft movement is considered acceptable for solving the problem).

4. The most common identification of the parameters of the selected
aircraft movement model using algorithms that implement least squares
method (LSM). At the same time, such methods as the generalized least
squares method are also being investigated; maximum likelihood estimation;
the method based on Kalman filtering; methods that use limit cycles;
method of tracking model, etc.

5. Almost all flight variables traditionally measured on aircraft are
included in the number of measured signals, with a tendency to exclude
signals from aerometric sensors (when measuring, such sensors use an
oncoming air flow).

6. The requirements for the desired movement of the aircraft are
formulated either by assigning of reference models with fixed or changing
parameters, depending on the speed pressure, or by the task of quadratic
functionals with the appropriate selection of weighting coefficients.
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7. A variety of approaches is observed in the formation of laws for
controlling the movement of aircraft. Among the ideas that influence the
choice of control laws and their adaptation schemes are:

— the use of analytical connections of the real process and its reference
(desired) models, which leads to "direct" consideration of the desired
properties of the setting of the corresponding feedback;

— analytical design of regulators, allows to determine for linear objects
linear feedbacks that are optimal in the sense of quadratic criteria;

— selection of reference (basic) settings of feedback coefficients, which
satisfy the “weakened” requirements for controlled flight, but in a
sufficiently wide range of flight modes (with the organization of adaptation
in relatively small surroundings of these settings);

— formation and use of flight control logic schemes based on the
processing of received (through direct measurement or identification of
information) about flight modes.

The idea of combining different principles of automatic adjustment of
flight control systems deserves attention. Thus, combining settings for
environmental parameters with parametric adaptation [6] allows combining
the advantages of these approaches while eliminating the disadvantages
inherent in each of them individually. Software tuning based on
environmental parameters ensures high speed of adaptation of the flight
control system to changing conditions and simplifies emerging stability
problems, and self-tuning ensures high control accuracy.

2.5. Justification of choice of an adaptive system of automatic control of
the aerial platform

Based on the conducted analysis [6], it can be concluded that H 2 _the
optimal regulator in the feedback loop leads to unsatisfactory functioning of
a closed automatic control system in the event that strongly colored random

noise enters the input of such a system. At the same time, H” - optimal
regulator shows conservatism (excess reinsurance) if the input disturbance is

still white or slightly colored noise. That means, H2- regulator works
satisfactorily only with an input disturbance in the form of white noise, and

H“ - suboptimal regulator — with a deterministic signal.
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In [6], the characteristics of control systems were analyzed using the
following principles: control with feedback and adjustable coefficients;
adaptive control with reference model using Lyapunov functions; control
using neural networks. Stability, speed of convergence, operation in noisy
conditions, required amount of memory, etc. were compared. The main
results obtained during the comparison are given in the table 3.

Table 3
Overview of characteristics of control methods
Control with Adaptive control
- feedback and with reference Control using
Criterion - ;
adjustable model using neural networks
coefficients Lyapunov functions
Stability of feedback Worst Best Medium
Speed of convergence Best Medium Best
Real-time operation Medium Medium Best
The complexity of the Worst Medium Medium
control program
Tracking error Medium Best Medium
Syppressmn of Best Medium Medium
interference
Robu_stnes_s of_model Worst Medium Best
discretization

Neural network and adaptive control methods have no system linearity
constraints, they are effective in noisy conditions, and provide real-time
control after training, but neural network controllers are currently much
more expensive than conventional DCMs that can be used to implement an
adaptive algorithm. Therefore, the use of searchless systems with parametric
adaptation is more promising for UAV flight control. In [9], it was shown
that the simplest forms of adaptation, which became widespread in serial
SAC [10], and competing forms of stabilization of dynamic properties,
which played and still play a prominent role in SACs of some classes [10],
do not solve the above-mentioned modern problems of aircraft control. To
some extent, this is illustrated in figure 4. A number of principles of
adaptation and stabilization of dynamic properties are listed here, as well as
some indicators in the sense of the possibility of achieving various effects.
The most developed type of adaptive control systems are adaptive optimal
control systems, which combine high adaptability to operating conditions
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with optimization of motion control and energy consumption for control in
the sense of a given criterion.

Optimizing quality of process
and energy consumption for
control
A large number of controlled
factors and adjustable
parameters
Ability to work in the conditions
of random disturbances of a wide
spectrum
Ability to counter structural
changes

No special
additional movements

Main characteristics of the systems

A small number of controlled
factors and adjustable
parameters

Spectrum
analyzer
on pressure and
altitude
Large gain
model

oscillating circuit)
Adjustment depending

Optimal reference

Limit cycle (self-
Changing structure
Identification and
optimization

Principles of adaptation and stabilization of dynamic properties

Fig. 4. Comparison of various principles of adaptation (or reduction of
sensitivity to changes in aircraft parameters) of SAC
One of such systems is an adaptive control system built using Lyapunov

functions and a reference model. This system is designed so that the output
signal of the object eventually corresponds to the output signal of a
predetermined model that has the desired characteristics [11]. Such a system
must be asymptotically stable, i.e. the controlled system eventually follows
the reference model with zero error. Moreover, transitional processes at the
stage of adaptive control or learning have guaranteed limits. The block
diagram of adaptive control with the reference model is shown in Figure 5.
Such systems are closer to dual control systems in terms of goals and control
results, winning over them in matters of realizability and losing to them in
the organization of the interaction of state parameters assessment processes
with the control process. It is expected that the implementation of the
adaptive optimal flight control system will make it possible to successfully
solve many problems of development and mastering new generations of
UAVs, as these systems allow:
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Fig. 5. Block diagram of adaptive control with reference model

— significantly expand the range of UAV application conditions;

— to ensure comprehensive optimization of the execution of functions
assigned to the system;

— to increase the safety of UAV flight, including in boundary modes
(modes near the borders of operational areas);

— to significantly reduce the time and material costs for the development
and mastering of separate models of equipment, both due to the high,
previously unavailable level of unification of the elemental base of control
systems, and due to the reduction of requirements for field tests of UAVs at
the initial stages of their development. Achieving these results requires
solving a humber of theoretical and applied problems.

2.6. Justification of choice of the optimality criterion of automatic

control system of unmanned aerial vehicle
The work of DSS takes place as a rule in conditions of a priori

uncertainty based on the incompleteness and inaccuracy of the input data.
Also, decision-making in DSS is complicated by the stochastic nature of
external influences, the lack of a correct mathematical model of functioning,
the human factor, and the lack of a clear ultimate goal. In such
circumstances, the risk of making ineffective decisions increases. The
properties of adaptive optimal control are largely determined by the chosen
optimization criterion. It should be a technical or tactical-technical criterion,
expressed by the function or functional component of the object's state and
management. The selection of optimality criteria is a task, which solved on
the basis of an in-depth study of the controlled process. The difficulty of
establishing a criterion is due to the fact that the requirements for the system
are contradictory, so there is a problem of formulating a single criterion that
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would provide a compromise solution to the problem [12]. Thus, an adaptive
optimal control system of a UAV that performs the functions of an aerial
platform for telecommunication systems must simultaneously or in a
controlled sequence solve majority or even all emerging flight control
problems. The most universal way of implementing the optimization of
control signals in the control system is the method based on the so-called
combined control synthesis. The implementation of the combined synthesis
of control laws leads to the fact that practically the only control input of the
adaptive optimal control system is the task of a specific form of optimality
criterion. These criteria determine the purpose and quality of the controlled
movement. Optimality criteria, formulated in advance, determine the
measure, based on which the control algorithm chooses the most favorable
way for the object to achieve the given state x..,. The structure of the control
operator depends on the method of setting the control goal, minimized
criteria, and the choice of the optimization method. From an engineering
point of view, it seems natural to construct optimality criterion that directly
take into account direct indicators of the quality of the control process [13].
These indicators (fixed error, adjustment time, re-adjustment, oscillation
magnitude, period of oscillation, etc.) are physically the most
understandable and have clear boundaries of permitted values. However,
indirect quality indicators, which, as a rule, are easier to calculate and more
convenient in analytical studies, have become more widespread in the
methods of designing of control systems. These include root, frequency and
integral indicators. Indirect indicators, as is known [14], are related to direct
indicators, but the nature of the dependencies in most cases has not yet been
revealed, which reduces the "transparency” of the requirements formulated
with their help. Each of the named groups of indirect quality indicators is
adequate to different methods of synthesis of optimal control systems that
provide the best values of the selected indicators. For the synthesis method
of controlling objects whose dynamic properties are specified in the state-
space representation, integral quality indicators are the most convenient
[15]. The specific form of the selected integral indicator of the quality of
controlled movement is closely related to the synthesis method.
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Since UAV which performs the functions of an aerial platform must be
in the air for a significant period of time, its control system must minimize
the energy consumption associated with maneuvering and controls.
Therefore, in the general case, it is advisable to choose the form of the
selected integral quality indicator as the functionals forms defined on all
possible trajectories x(t) in X" for vt e[to, t«].

Ip Lh
I'=Wun[x(te) te] + ;) QUxt)dt + f; " L(u, t) dt 1)

Here V347, Q and L are given functions of the specified arguments that
satisfy some conditions. The first addendum in (1.1) is called the terminal
term of the functional. It determines the contribution to the functionality of
the final (at the moment of time t«) state of the UAV. The second addendum
in (1.1) represents an integral assessment of the quality of the transient
process of the control object on the interval [to, tk]. The third addendum is
an integral estimate of the "costs" of the control signals on the interval [to,
tk]. If the functions V344, Q and L of the functional (1) are positive definite
in X" and U™, and their only zero values correspond to the state of the UAV,
which is required by the conditions of the problem, then the optimality of
the synthesized control can be understood in the sense of achieving the
minimum of the functional (1). The smaller the I, the better the system and
the smaller the control influences needed to achieve it. That means, by
minimizing the quality criterion (1.1), we thereby minimize the energy costs
required to control the UAV. Nodes of the mobile component of the military
communications network must quickly adapt to frequent changes in
topology and traffic levels, and also efficiently use limited network
resources. In such conditions, it is impossible to ensure information
exchange with the given quality without an effective control system of the
mobile component, part of which is the control subsystem of the network of
unmanned aerial vehicles. In work [16], the classification of control tasks of
network of unmanned aerial vehicles is considered in detail, one of them is
the task of deploying UAVs and controlling their flight. The deployment
stage consists in launching a given number of UAVs and controlling their
flight to the given barrage areas. At the same time, the tasks of the
deployment stage (replanning of the topology) of the network of UAVs can
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be performed at the stage of operational control in case of significant
changes to the CN (its damage, the introduction of new troop groups, etc.).
Flight control of the UAV and the operation of its on-board systems is
carried out from the network control center. At the stage of operational
control, the state of CN networks is constantly assessed according to the
accepted performance criteria, and actions are taken (according to the plan
and the actual situation) to maintain performance indicators within the given
limits or to optimize them. Tasks of operational management (as opposed to
planning tasks) are solved in a mixed way (centralized/decentralized) in real
time, and in terms of content they are repeated many times. According to
[16], the primary goal of the network of UAVSs topology control is to ensure
the connectivity of all (certain zones) wireless episodic networks or priority
subscribers. Therefore, as the main criterion for the effectiveness of UAV
network topology control, the authors propose to choose wireless episodic
network connectivity, and to transfer others to the category of restrictions. It
should be noted that the definition of the optimal from the point of view of
fuel consumption of the UAV trajectory change to given points in space and
optimal from the point of view of energy consumption of control laws for
stabilizing the aerial platform on the given trajectory while maintaining the
restrictions that are imposed to ensure the quality criteria of the functioning
of telecommunication systems have not yet been considered. Although the
flight control subsystem is one of the main ones in the creation of
telecommunication systems based on aerial platforms. Therefore, an urgent
scientific task arises - scientific and methodological justification and
development of a method for solving the problem of operational synthesis of
the optimal energy consumption control law of a light-class UAV, which
performs the functions of the aerial platform for telecommunication
systems, depending on the change in the external environment
(meteorological conditions, relief of the area, needs of spatial re-
configuration of network) and support with high precision parameters of
wireless episodic networks. To solve specified general scientific problem, it
is necessary to set and solve a set of partial scientific and methodological
research problems:
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— analysis of the operation of wireless episodic networks based on UAV
and derivation of the main limitations on the spatial movement of the aerial
platform

— formulation of optimality criteria;

— development of a mathematical model of the object;

— determination of the optimal maneuvering trajectory of the UAV from
the point of view of fuel consumption

—synthesis of optimal control laws;

— development of adaptation algorithms (adjustment) of control laws
according to the modes of operation of the facility;

— reproduction and analysis of the received laws with the help of control
digital computing machines (DCM).

The combination of the last four stages allows you to create DCM based
a control system, which implement the synthesis of optimal control and
control itself almost simultaneously during the operation of the object.

3. Conclusions

Thereby, the development of a method for solving the problem of the
operational synthesis of the optimal energy consumption control law of a
light class UAV, which performs the functions of an aerial platform for
telecommunication systems on the basis of optimal adaptive control at the
current stage, is an urgent scientific task, which is important for national
economic and defense. Research in future works will be devoted to the
solution of this problem and the composing sub-problems.
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Abstract. The chapter is focused on modern aspects of mobile robotics, namely to the universal
mobile robotic platforms that can be used in various technological environments and
conditions to perform different technical tasks at industrial facilities and enterprises. These
mobile platforms are capable of moving on horizontal surfaces with complex terrain as well as
climbing vertically on sheer walls and ceilings and are the universal autonomous means of
carrying out complex operations in hard-to-reach and dangerous places for humans. One of the
biggest challenges in operating these robotic platforms is proper adhesion control when
moving on inclined and vertical planes. In this study, the authors performed the design and
study of the fuzzy automatic control system of adhesion that provides efficient and reliable
fastening and movement of the platform on inclined surfaces of various types. The proposed
system is based on fuzzy inference engine of Mamdani type that allows determining the
necessary adhesion force of the robotic platform implementing expert knowledge for its safe
and efficient use at various angles of the surface inclination. The system’s performance is
verified by computer simulation.

Keywords: mobile robotics, universal mobile robotic platform, intelligent adhesion control,
fuzzy automatic control system, computer simulation

1. Introduction
In recent years, the introduction of robotic systems and complexes in

various spheres of human activity has become increasingly widespread [1-
3]. In modern life, different types of robots are involved in a huge number of
processes, ranging from closed production cycles of heavy industry and
metallurgy to customer service and cargo delivery. The use of various
robotic solutions provides enormous benefits, in particular, eliminating
expensive human labor, significantly increasing productivity, accuracy and
speed of technological operations, reducing risks to the life and health of
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people when performing tasks in hazardous and harmful environments,
eliminate errors caused by the human factor and operator fatigue, etc. [4, 5].

A separate fairly widely used class of robotic systems are mobile robots
(MR) and robotic complexes [6, 7]. They allow performing the tasks of
monitoring, inspection, reconnaissance, the movement of equipment and
tools to perform complex labor-intensive technological operations in hard-
to-reach places, and are especially effective at functioning in the fully
automatic mode [8, 9]. For example, at the moment, the mobile welding
robot has been developed and successfully applied, that can achieve
automatic large fillet welding seam tracking in narrow spaces [10]. In turn,
MRs for painting [11] and removing paint [12] from various surfaces are
quite effective. Also, widespread are robots for inspection [13] and complex
cleaning [14] of the bodies of various objects, and others. Universal mobile
robotic platforms (UMRP) have even greater efficiency [15]. Due to the
modular structure, these robotic objects can simultaneously have different
types of propulsion devices and different sets of technological tools. This
allows them to be used to perform a wide range of diverse tasks in various
environments and conditions, for example, on a horizontal surface with
complex terrain, above and below water, on vertical and inclined surfaces of
various types, etc. [16]. As a result, due to such versatility, the speed of
performance is significantly increased and the cost of performing various
technological operations is reduced. However, at the same time, the creation
of such types of UMRPs also poses rather difficult tasks for developers to
design highly efficient intelligent control systems. These control systems
should also have a modular structure to automate the control processes of
various types of propulsion devices (for moving on a horizontal and inclined
surface, underwater and above water) and various working tools (for
monitoring, inspection, painting, cleaning, welding, etc.). It is most
expedient to develop such control systems based on the principles of
artificial intelligence [17], which is confirmed by a number of published
studies [18, 19]. So, fuzzy control is used quite effectively for mobile robot
navigation in an unknown environment when avoiding random obstacles
[20] and for a caterpillar robot capable of moving along inclined
ferromagnetic surfaces [21]. Neural network control is also widely used, for
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example, for inspection mobile robots [22] and others. Of particular note is
the adhesion force control system (AFCS) when the platform moves on
various types of inclined surfaces. This system is the linchpin for ensuring
safe and efficient movement in such challenging terrains, which is
confirmed by a number of recent studies [23, 24]. Without precise control
over adhesion, the platform could face significant risks including slippage,
loss of traction, or even potential accidents. Moreover, the system directly
impacts the overall efficiency of operations, as it regulates the force
necessary for the platform to securely adhere to the surface. Proper adhesion
control not only ensures stability but also enables the robotic platform to
perform a wide array of tasks in otherwise hard-to-reach and hazardous
environments. Thus, the adhesion force control system serves as a critical
component for unlocking the full potential of a universal robotic platform,
making it an indispensable feature for a diverse range of applications.
Moreover, the correct control of the adhesion force can significantly
increase the efficiency of the entire motion control system due to the
rational distribution of loads. In particular, the adhesion force control
systems for various robots have been developed based on advanced control
principles, namely predictive [25] and fuzzy [26], neuro-fuzzy [9]. The
systems in [25, 26] make it possible to implement smooth adhesion control
in various conditions (when changing the driving torque and surface
friction), however, do not take into account the simultaneous uncertain
change in the inclination angle of the working surface. In turn, the system in
paper [9], on the contrary, takes into account the uncertain change in the
angle of inclination and the friction coefficient of the surface, but does not
consider the different values of the driving torques of the propulsors. At the
same time, to achieve high adhesion efficiency, it is necessary to implement
flexible determining and automatic control of the adhesion force depending
on the coefficient of friction, driving torque and the angle of inclination of
the working surface. Thus, the main aim of this chapter is the development
and research of the fuzzy system for adhesion automatic control of the
universal mobile robotic platform with flexible determining the adhesion
force taking into account the main parameters: coefficient of friction,
driving torque, inclination angle of the working surface. The rest of this
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chapter is organized as follows. Section 2 presents the developed
generalized structure of the hierarchical control system for the universal
mobile robotic platform. In section 3, the authors discuss in detail the
functional structure of the two-level adhesion force control system for the
universal mobile robotic platform. In turn, the development of the tactical-
level fuzzy subsystem for calculating the adhesion force set value is
considered in section 4. Section 5 outlines the prospects for further
optimization of the designed fuzzy subsystem for calculating the adhesion
force. The chapter ends with a conclusions in section 6 and
acknowledgements in section 7.

2. Generalized Structure of the Hierarchical Control System for the

Universal Mobile Robotic Platform

Since the universal mobile robotic platform is a complex multi-
component control plant, its control system must have a multi-level
hierarchical structure. In turn, the principle of hierarchical multi-level
control implies the presence of the highest, strategic, tactical and executive
levels of control. The highest level represents the human operator and the
human-machine interface (HMI) [27]. At this level of the control system, the
human operator must make a decision on the implementation of a particular
technological operation, task, movement, or maneuver of the UMRP based
on the analysis of the environment and the situation, assessment of current
operating conditions, external disturbances, etc. [28]. Moreover, to make
such decisions the operator may implement preliminary simulations of
certain situations based on the embedded simulation models to predict the
UMRP’s behavior and the state of the environment. At the strategic level of
control, after receiving certain commands (control goals) from the highest
level it is necessary to plan technological operations, tasks, or movements
and their transformation into certain sequences of elementary actions
(subtasks) [28, 29, 30]. At this level, various control algorithms can be used
depending on the specific technological operation being performed.
Therefore, the strategic level forms the commands for the tactical level to
perform specific actions or basic operations. In turn, the main task of the
tactical control level is to transform the control commands of the strategic
level into the control programs that define the laws of coordinated
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functioning or movement of executive mechanisms and actuators of the
executive level of control. The given programs define sequences of the set
values of the generalized controlled coordinates of the UMRP’s main
executive mechanisms [28]. As for the executive level of control, it consists
directly of executive mechanisms and actuators, sensory system (SS), as
well as of automatic control subsystems, which due to the corresponding
control impacts work out the set values of the platform’s generalized
controlled coordinates, that come from the tactical level [28]. In turn, the SS
is used to receive feedback and to obtain all available information about the
state of the UMRP and the environment. The generalized functional
structure of the hierarchical control system for the UMRP is presented in
Fig. 1, where the following notations are adopted: CATO1, CATO2, ...,
CATOI are the control algorithms of the Ist, 2nd, ..., Ith technological
operations; CMPD1, CMPD 2, ..., CMPDn are the control modules of the
Ist, 2nd, ..., nth propulsion devices; CMTT1, CMTT 2, ..., CMTTm are the
control modules of the 1st, 2nd, ..., mth technological tools; USL is the
vector of control signals for the strategic level; UTL is the vector of control
signals for the tactical level; UEL is the vector of control signals for the
executive level; USS is the vector of sensory system outputs; XR is the
vector of controlled and technological coordinates of the UMRP.
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Fig. 1. Generalized functional structure of the hierarchical control system
for the universal mobile robotic platform
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In this control system the operator uses a specialized HMI to transmit the
control signals USL to the strategic control level and receive signals USS
about the state of the platform and the environment from the sensory system.
The strategic level has a set of 1 control algorithms (CATO1, CATO2, ...,
CATOI) for implementing the control of a number of technological
operations (inspection, welding, painting, ultrasonic diagnostics, rust
removal, cleaning, etc.) that can be performed using this robotic platform. In
turn, various combinations of propulsion devices and technological tools of
the mobile platform can be used to perform these technological operations.
Moreover, to perform new types of technological operations, appropriate
new control algorithms can be added in this system to the strategic level of
control. For direct control of the different propulsion devices (wheeled,
caterpillar, walking, propeller, gravity type, etc.) and technological tools
(video cameras, welding machines, cleaning cutters, manipulators and
others) in the process of performing various operations, there are
corresponding control modules (CMPDI1, CMPD?2, ..., CMPDn, CMTTI,
CMTT2, ..., CMTTm) at the tactical control level in this system. When
adding new types of propulsion devices or technological tools to the UMRP,
the appropriate control modules must be previously designed and added to
the tactical control level of the system. In turn, these control modules are
control systems with a complex structure and carry out the coordinated
control of all executive mechanisms, drives and actuators that are parts of
certain propulsion devices and technological tools. Finally, to control the
variables of individual drives and actuators at the executive level (located
directly on the UMRP in Fig. 1) of this system, there are separate
stabilization and automatic control subsystems, which are slave control
systems for the tactical-level control modules. Among the many working
tools and propulsion devices of the mobile robotic platform, the adhesion
device (AD) deserves special attention. The use of this device gives the
opportunity to significantly expand the range of tasks and technological
operations, as it becomes possible to perform various work in hard-to-reach
places on inclined and vertical surfaces (sheer walls and ceilings). In turn,
the adhesion device, depending on the tasks and operating conditions, can be
implemented on the basis of various physical principles, for example,
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propeller type, vacuum, magnetic, electromagnetic, and others. Thus, for the
effective application of the adhesion devices of various types on the UMRP
in various operating modes, it is necessary to develop an appropriate
universal control module. Next, we consider the development of a functional
structure, control algorithms and the main components of the AD control
module in the form of a specialized adhesion force control system.

3. Functional Structure of the Two-level Adhesion Force Control

System for the Universal Mobile Robotic Platform

The main task of the adhesion device of the mobile robotic platform is to
create the necessary adhesion force to an inclined or vertical surface for the
safe and efficient movement of this platform while simultaneously
performing the necessary technological operation. To safely hold the UMRP
on an inclined or vertical surface, the maximum possible adhesion force
could be provided in all operation modes, however, in this case, there will
be a maximum energy consumption of the adhesion device and a sufficiently
large additional resistance to the propulsion devices. Together, this will
significantly reduce the overall efficiency of the UMRP and the
performance of a particular operation. Thus, for the most efficient use of the
adhesion device with energy saving, it is necessary to provide flexible
control of the adhesion force depending on the various modes of movement
of the platform and the performance of various technological operations, as
well as on many other factors. At the same time, the AFCS must determine
the required (set) value of the adhesion force and ensure its automatic
maintenance (stabilization). In turn, the set value of the adhesion force is
significantly affected by such parameters as the angle of inclination and the
friction coefficient of the working surface, the total mass of the robotic
platform together with the technological tools, as well as the traction force
of the propulsion devices. Moreover, the structure of this control system
must be universal for any type of the adhesion device. Taking into account
the above conditions and particular features, as well as the complexity of the
mathematical description of the processes of the platform moving along
inclined surfaces of various types, it is advisable to develop the adhesion
force control system based on the principles of artificial intelligence [31,
32]. In addition, this system should consist of two levels of control: tactical
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and executive. At the tactical level, the set value of the adhesion force of the
platform to the surface should be determined based on the values of the
angle of inclination of the working surface, the coefficient of friction and the
traction force of the propulsion devices. In turn, at the executive level, the
automatic control of the adhesion force should be performed, that is, the
stabilization of the set value under the influence of various disturbances.
Analyzing various methods and approaches of artificial intelligence, it can
be concluded that it is most expedient to develop the tactical-level
subsystem for determining the set value of the adhesion force on the basis of
fuzzy logic [33, 34]. Fuzzy systems make it possible to effectively
generalize expert information and experimental data, formalize the
mechanisms of human thinking, form linguistic models of complex
processes, and approximate nonlinear multidimensional dependencies [35,
36]. In turn, the executive-level subsystem for the adhesion force automatic
control can be designed based on different types of intelligent controllers, in
particular, neural network [37, 38], fuzzy [39] or neuro-fuzzy [9].Taking
into account all of the above, the functional structure of the two-level
adhesion force control system for the UMRP is formed, which is shown in
Fig. 2.

From Strategic Level

T~ —
I Sensory !
Un Hr : system :
|l et el (it -
| Tactical | | |
} Level FSCAF : : :
} . ty | AS IYR |
! | | |
| ' | | UNIVERSAL
| ! ! | MOBILE
| HFs 1 | | R
| e t——a ROBOTIC
| Executive ! ! ! PLATFORM
I Level 1 | |
| UFR | FS | |
| S 1
I I i 1
| IAFC L Ll
| R |
| £.| PC | Hpc | AD | I
; | | [
| 1
e e

Fig. 2. Functional structure of the two-level adhesion force control system
for the universal mobile robotic platform
In Fig. 2, the following designations are adopted: FSCAF is the fuzzy

subsystem for calculating the adhesion force set value; IAFC is the
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intelligent adhesion force controller; AS is the angle sensor; FS is the force
sensor; PC is the power converter; up is the signal corresponding to the
current value of the coefficient of friction of the contact parts of the platform
and the working surface; uF is the signal corresponding to the current value
of the traction force of the UMRP propulsion devices; uy is the signal
corresponding to the current value of the angle of inclination of the working
surface; uFS is the FSCAF output signal which corresponds to the set value
of the adhesion force; uFR is the FS output signal which corresponds to the
real value of the adhesion force; UAC is the IAFC output control signal; uPC
is the PC output signal; YR is the current value of the angle of inclination of
the working surface; FR is the real value of adhesion force. As can be seen
from Fig. 2, at the tactical level, the FSCAF determines the required (set)
value of the adhesion force based on the signals corresponding to the current
value of the coefficient of friction up, the current value of the traction force
of the UMRP propulsion devices uF and the current value of the angle of
inclination of the working surface uy. In turn, the signals up and uF are
given from the strategic level of control, and the signal uy comes from the
sensor for measuring the angle of inclination of the working surface. The
current value of the coefficient of friction of the contact parts of the platform
and the working surface is determined experimentally or pre-set by the
operator depending on the type and material of the working surface. The
current value of the traction force of the UMRP propulsion devices comes
from the control system of the platform propulsion devices. As a result, the
signal which corresponds to the set value of adhesion force uFS is
determined by the FSCAF based on fuzzy inference engine and a pre-
designed rule base. At the executive level, the stabilization of the set value
of the adhesion force is performed using the intelligent adhesion force
controller. In turn, the IAFC the compares the signal uFS from the FSCAF
with the force sensor signal uFR and, using the embedded intelligent
algorithm, performs automatic control of the UMRP’s adhesion force. The
IAFC output control signal uAC is amplified by a power converter and
directly fed to the adhesion device. Moreover, the intelligent controller must
be previously adjusted or trained for a specific adhesion device based on the
simulation or experimental models. Next, we consider the development of
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the tactical-level fuzzy subsystem for determining the necessary adhesion
force of the UMRP in more detail.

4. Development of the Tactical-level Fuzzy Subsystem for Calculating
the Adhesion Force Set Value
The fuzzy subsystem for calculating the set value of the adhesion force

(Fig. 3) has three inputs (uy, up, uF) and one output (uFS). It is advisable to
develop this fuzzy system on the basis of a Mamdani-type fuzzy inference
mechanism. In turn, Mamdani's fuzzy inference mechanism includes
sequential execution of the following stages: fuzzification, aggregation,
activation, accumulation and defuzzification [40, 41, 42]. At the stage of
fuzzification, the instantaneous numerical values of the input variables are
mapped to the corresponding fuzzy term sets with the calculation of the
membership degree values. In this case, for the variable uy, corresponding to
the angle of inclination of the working surface, it is advisable to choose 6
linguistic terms with triangular-type membership functions: Z — zero; S —
small; LM — less than middle; M — middle; L — large; VL — very large.

XX
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Fig. 3. Structure of the fuzzy subsystem for calculating the set value of the
adhesion force
Also, this variable can vary in the range from 0 to 180 degrees.

Moreover, the variable uy is defined by the value of angle y'R that is

determined by the current value of the angle of the working surface

inclination yR using the following dependency

. Yr, at yz <1809

TR _{SGOO—yR, at y, >180°.
The appearance of the linguistic terms of the variable uy with the set

parameters is shown in Fig. 4.

)
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Fig. 4. Linguistic terms of the variable uy with the set parameters
The membership function of linguistic terms of triangular type on the
example of this variable is represented by the expression (2)

0, at u,<aoru, >c;

u,—a
wu,) = b a,ata<uy£b,

u
~,at b<u, <c;
c-b

a<b<c, (2)
where a, b and c are the customizable parameters of the membership
function.

In turn, for the variables up and uF, that correspond to the current values
of the friction coefficient and traction force of the propulsion devices, 3
linguistic terms with triangular-type membership functions are chosen: S —
small; M — middle; L — large. The appearance of the linguistic terms of these
variable with the set parameters is shown in Fig. 5, a, b.
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Fig. 5. Linguistic terms with the set parameters of the variables:a) uu; b) uF

The variable up can vary in the range from 0.15 to 0.8, and the variable

uF is set in relative units (from O to 1) from the maximum value of the
traction force. As for the system’s output variable uFS, it is advisable to use
9 linguistic terms with triangular-type membership functions for it. They
are: Z — zero; S — small; LM — less than middle; M — middle; MM — more
than middle; L — large; VL — very large; E — extreme. In turn, this variable is
set in relative units (from 0 to 1) from the maximum value of the adhesion
force developed by the adhesion device. As a rule, the maximum adhesion
force value is defined as 7...10FP, where FP is the total UMRP weight with
equipment. The appearance of the linguistic terms of this output variable
with the set parameters is shown in Fig. 6.
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Fig. 6. Linguistic terms of the output variable uFS with the set parameters
The production rules of the rule base (RB) for the given Mamdani-type

system are given as follows:

IF “u, = A” AND “u, =B,”AND “u_ =C,” THEN “u = D,”, (3)
where Al, B1, C1 and D1 are certain linguistic terms of the given variables.
The developed rule base of the fuzzy subsystem for determining the
necessary adhesion force of the UMRP is presented in Table 1.
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The Mamdani-type fuzzy inference engine consists of sequential
execution of the stages of aggregation, activation and accumulation [40, 41].
At the aggregation stage, the degree of truth of the conditions for each of the
rules of the fuzzy inference system is determined [43]. For this, the values of
the membership functions of the linguistic terms of the variables obtained at
the stage of fuzzification, which make up the antecedents of fuzzy
production rules, are used. In turn, finding the degrees of membership of
antecedents is done using the t-norm based on the “min” operation. The
activation stage is the process of finding the degree of truth of each of the
elementary logical subconclusions (expressions) that make up the
consequents of all fuzzy production rules [44]. In turn, for the output signal
of the system, at this stage, truncated membership functions for
subconclusions of the rules are found based on the “min” operation. At the
accumulation stage, the truncated membership functions found at the
previous stage are combined to obtain the final fuzzy subset of the output
variable based on the “max” operation.

Table 1
Rule base of the fuzzy subsystem for calculating the adhesion force set
value

Rule Input variables Output variable
number Ur Uy Uy UFs
1 S S Y4 VS
2 S S S LM
3 S S LM MM
4 S S M L
5 S S L M
6 S S VL S
7 S M Z Z
8 S M S S
9 S M LM M
10 S M M MM
11 S M L LM
12 S M VL S
13 S L V4 4
14 S L S VS
15 S L LM S
16 S L M LM
17 S L L S
18 S L VL S

72



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

Table 1 (continue)

19 M S Z S
20 M S S M
21 M S LM L
22 M S M VL
23 M S L MM
24 M S VL LM
25 M M Z VS
26 M M S LM
27 M M LM MM
28 M M M L
29 M M L M
30 M M VL LM
31 M L Z VS
32 M L S S
33 M L LM LM
34 M L M M
35 M L L LM
36 M L VL LM
37 L S Z LM
38 L S S MM
39 L S LM VL
40 L S M E
41 L S L L
42 L S VL M
43 L M Z S
44 L M S M
45 L M LM L
46 L M M VL
47 L M L MM
48 L M VL M
49 L L Z S
50 L L S LM
51 L L LM M
52 L L M MM
53 L L L M
54 L L VL M

In turn, the defuzzification stage is a process of transition from the
membership function of the output linguistic variable p (u;) to its clear

(numerical) value uFS [42]. For fuzzy inference of the Mamdani type, the
numerical value of the output signal is calculated by the center of gravity
method based on the dependence (4). The visualization of the calculation of
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the necessary adhesion force value using the developed fuzzy subsystem
based on the available rules is shown in Fig. 7.

U — J.u;sﬂz (“;s ) diigs
h J./lz (”;s)d”Fs

In this case, the calculation of the adhesion force value is performed for
the following values of the input variables: u, = 90; u, = 0.326; ug = 0.271.
In turn, at these values of the inputs, the current value of the adhesion force
signal ugs is 0.661.The characteristic surfaces of the developed fuzzy
subsystem for calculation of the necessary adhesion force value are
presented in Fig. 8-10. In particular, the dependences ugs = f(uy, U,) at U =
0.1 and at ur = 0.9 are shown in Fig, 8, a and b, respectively. Moreover, the
dependences Ugs = f(Uy, Ur) at u, = 0.1 and at u, = 0.9 are given in Fig, 9, a
and b, respectively. And, finally, the dependences ugs = f(u,, ur) at u, = 30
and at u, = 90 are shown in Fig, 10, a and b, respectively. As can be seen
from Fig. 7-10, the developed tactical-level fuzzy subsystem is quite
efficient in determining the required value of the adhesion force in different
operation modes based on the signals corresponding to the current value of
the coefficient of friction u,, the current value of the traction force of the
UMRP propulsion devices ur and the current value of the angle of
inclination of the working surface u,. This system can be successfully
applied to determine the force for various types of the adhesion devices.

ug =20 Um = 0.326 urF = 0.271 Ufs = 0.661
Il — f —

(4)

= = = =
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Fig. 7. Visualization of the calculation of the necessary adhesion force value
using the developed fuzzy subsystem
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Fig. 8. Characteristic surfaces of the developed fuzzy subsystem ugs = f(u,,
u,) at: a) us=0.1; b) u,=10.9

Fig. 9. Characteristic surfaces of the developed fuzzy subsystem ugs = f(u,,
Ur) at: a) u,=0.2; b) u, = 0.7

Fig. 10. Characteristic surfaces of the developed fuzzy subsystem ugs = f(u,,
Ur) at: a) u,= 30; b) u,= 90
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For stabilization and automatic control of the set value uFS (calculated
by the FSCAF) of the UMRP adhesion force under the action of various
uncertain disturbances it is planned to design the executive-level intelligent
subsystem based on neural network controller [45] in further studies. If it is
necessary to increase the accuracy of determining the required adhesion
force of the developed system, as well as to generally improve the quality
indicators of control of a universal mobile robotic platform, further
optimization procedures can be applied. Next, we will briefly consider the
prospects for optimization processes of the proposed fuzzy system for
determining the required adhesion force.

5. Prospects for Further Optimization of Fuzzy Subsystem for
Calculating the Adhesion Force Set Value
The prospects for optimizing the developed fuzzy system to determine

the required adhesion force are highly promising and hold significant
potential for enhancing its quality indicators. Through systematic refinement
and fine-tuning, the fuzzy system can achieve higher levels of accuracy and
precision in estimating the required adhesion force. This optimization
process entails a thorough examination of membership functions, rule sets,
and input parameters, ensuring they are finely calibrated to capture subtle
variations in the operating environment. Additionally, the incorporation of
advanced algorithms and machine learning techniques could further elevate
the system's performance. This heightened accuracy would not only bolster
the safety and stability of clamping operations but also lead to substantial
improvements in overall operational efficiency and productivity. Thus, the
ongoing efforts towards optimizing the fuzzy system represent a crucial
avenue for advancing the state-of-the-art in adhesion force determination,
with far-reaching implications for diverse industrial applications. For the
proposed fuzzy system, both parametric and structural optimization can be
carried out [39-41]. Herewith, the tuning of the parameters for linguistic
terms membership functions and normalizing factors are considered to be
the parametric optimization procedures. At the same time, the determination
of proper linguistic terms number and types, mechanisms of fuzzy inference
engine and defuzzification method, as well as RB antecedents and RB
reduction, are structural optimization procedures. These optimization tasks
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can be solved sequentially with different priority or in parallel using
specially selected methods and information technologies. Moreover, the
analysis of recent studies indicate that progressive bioinspired methods and
information technologies can be implemented quite effectively for the
parametric and structural optimization of fuzzy decision support and control
systems of different types [34, 42, 43]. The bioinspired intelligent methods
have the following advantages and attractive features. The first one is the
strong ability of local minima avoiding compared to the conventional
optimization methods [41, 44, 46]. This feature is provided due to the
stochastic nature of these algorithms that in practice allow prevent getting
stuck in local solutions. Also, it gives the opportunity to extensively
investigate the entire search space, which is multimodal, unknown, and has
the complex relief when optimizing the fuzzy systems for different
applications. Another important advantage is the usage of derivation-free
mechanisms in the optimization process [47]. In comparison with the
gradient-based approaches of optimization, the bioinspired meta-heuristic
techniques do not impose any restrictions on the objective functions, start
the search process from random points, and have no need to calculate the
derivatives of the objective function for finding optimal solutions.
Moreover, flexibility and relative simplicity can be considered as attractive
features of the bioinspired methods [48, 49]. These methods can be easily
adapted for solving completely different real-life optimization problems as
well as for the synthesis and optimization of the structure and different
parameters of high-dimensional fuzzy systems. Furthermore, these
algorithms use enough simple (in terms of computational complexity) basic
computational procedures in the optimization process, that simulate
evolutionary concepts, social animals’ behaviors, physical phenomena, etc.
Finally, bioinspired intelligent methods can be effectively hybridized with
local search techniques of different types which allows to rationally take
advantage of global and local search strategies [50]. As a result of such
combinations, specific hybrid methods are obtained that require fewer
iterations to find global optima at solving optimization problems [50, 51].
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6. Conclusion
In this work the development and research of the fuzzy system for

adhesion automatic control of the universal mobile robotic platform is
carried out. The proposed system has the two-level structure (with tactical
and executive levels of automatic control) and is based on the principles of
artificial intelligence that provide flexible automatic control of the adhesion
force depending on the various modes of movement of the platform and the
performance of various technological operations, as well as on many other
factors. In particular, the tactical-level subsystem is designed on the basis of
fuzzy logic and allows determining the necessary adhesion force of the
UMRP to the working surface taking into account the current values of the
angle of inclination of the surface, the coefficient of friction and the traction
force of the propulsion devices. In turn, the designed fuzzy subsystem is
implemented on the basis of Mamdani-type inference engine and has 54
production rules in the rule base compiled on the basis of expert knowledge.
This gives the opportunity to ensure the most efficient use of the adhesion
device with energy saving that provides reliable holding and movement of
the platform on the working surface with different inclinations and
characteristics in the process of performing various technological
operations. The high efficiency of the developed fuzzy subsystem of the
tactical level is confirmed by the simulation results obtained in the form of
characteristic surfaces for various conditions. Moreover, the additional
advantage of this system is that it can be successfully applied to determine
the adhesion force for various types of the adhesion devices (propeller,
vacuum, magnetic, electromagnetic, and others). The conducted analysis of
recent studies shows that progressive bioinspired methods and approaches
can be implemented quite effectively for the parametric and structural
optimization of the designed fuzzy system for determining the necessary
adhesion force of the UMRP. Further research should be carried out in the
direction of hardware and software implementation of the UMRP’s fuzzy
system and conducting full-scale experiments for comparison with the
obtained modeling results.
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Anomauin. Po30in npucesuenuii cyuacHum acnekmam mobinbHoi pobomomexHiku, a
came YHI6epCanbHUM MOOIbHUM POOOMUZ08AHUM NIAMPOPMAM, AKI MOKHCYMb OYmu
BUKOPUCMAHI 6 PI3HUX MEXHONOIUHUX CepedOosUax i ymoeax O.si 6UKOHAHHSA
PIBHOMAHIMHUX MEXHIYHUX 3A80AHb HA NPOMUCTO8UX 00 ‘ckmax i nionpuemcmeax. Lfi
MOOINbHI naamgopmu 30amui nepecygamucs no 20pU3OHMANLHUX NOBEPXHAX 3i
CKIAOHUM PenbeDOM, A MAKONC 8EPMUKATLHO NIOHIMAMUCA NO CMPIMKUX CMiHaX i
cmensx i € yHigepcanbHuM asmoHOMHUM 3ACOO0M 0151 UKOHAHHA CKIAOHUX onepayiil
y 8axckodocmynHux i Hebesneynux 011 A0OuHu micysx. OOHi€r 3 HaUbinLUUX
npobnem npu excniyamayii yux poOOMuU308aHUX NIAM@POPM € HANEHCHUU KOHMPOTb
3Yenaents nio 4ac pyxy no NOXUIUX i epmuKAIbHUX NAowuHax. Y oauiii pob6omi
asmopamu  6UKOHAHO NPOEKMYBAHHA MA  OOCHIONCEHHs HedimKoi cucmemu
A6MOMAMUYHO20 KEPYBAHHS 3YenieHHAM, AKa 3a0e3neyye eghekmuene ma Haoilne
Kpinienns ma nepemiujenHs niam@opmu Ha NOXUTUX NOBEPXHAX DI3HO20 MUmny.
3anpononosana cucmema 6a3yemucsa HA MEXAHIZMI HEYIMKO20 NO2IUHO20 BUCHOBKY
muny Mamoauni, AKuil  0036075€  GUBHAYAMU  HEOOXIOHY CUTY  34enieHH:
pobomuzosanoi niameopmu, wo peanizye eKcnepmui 3HaHHA 0N il 6e3neyHo2o ma
epexmugHo2o0  BUKOpUCMAHHA — N0  PISHUMU — KYMAMU  HAXUTY — NOBEPXHI.
Egexmusnicme cucmemu nepesipacmocs KOMN 10mepHUM MOOETIOBANHSM.

Knrwuosi  cnosa:  mobinena  pobomomexwika, — VHI6epCaibHA — MOOIIbHA
pobomomexniuna niam@opma, inmenekmyaibhe KepyBaHHA ad2e3icio, cucmemd
HeuimK020 agmoMamuiHo20 Kepy8anHs, Komn iomepHe MoOen068aHH.
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Section 2. Information control systems
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Abstract. Artificial neural network models continue to evolve in response to the new data
processing tasks and challenges. To address new data processing requirements, researchers
tend to develop new network architectures, update the existing ones, and seek abilities to
improve the approximation capabilities for existing models. To speed up the innovation, the
industry leans towards re-using the previously trained weights using the transfer learning
techniques.This paper introduces the method of extending pre-trained artificial neural network
models with adaptive activation functions. The method enables the usage of adaptive functions
in place of the non-adaptive ones without the need for re-training. The practical aspects of the
method and its performance are evaluated on the image classification task using a
convolutional neural network model on an open source colour image dataset.

Keywords: adaptive activation function, neural network model, transfer learning, deep neural
network

1. Introduction

Artificial neural network models have become essential to modern data
processing systems [1]. Convolutional neural networks (CNNSs) serve as a
core of image processing systems, enabling image processing at scale [2]
and machine-assisted driving [3]. Recurrent neural networks (RNNs) can
process sequential data, including video feeds [4] and historical data from
industrial machinery [5]. The attention-based models, including the
Transformer-based models, show state-of-the-art results in natural language
translation [6], code generation [7], and language modeling [8-10].
Activation functions provide non-linearity to the network models. While the
models in academic studies often use continuous activation functions (Tanh,
Sigmoid, etc.), the commercial models tend to employ piece-wise linear
activation functions (ReLU, PReLU, Hard Sigmoid, Hard Tanh, etc.) due to
their lower computational complexity. At the same time, researchers
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continue developing new activation functions for different neural network
architectures and data processing tasks [11]. One area of research is related
to adaptive activation functions for deep neural networks. While networks
with adaptive activation functions tend to perform better than the base
variants [12], such networks are usually trained from scratch, limiting their
applicability in production. To achieve better performance on the selected
datasets, researchers tend to increase the number of trainable parameters in
the model, add various layers to the network, and experiment with the
overall structure of the neural network. An increase in the number of layers
and parameters of the model leads to computational complexities in training
and inference. As a result, there is a demand for optimizing the training
process and using pre-trained models for new data processing tasks [13]. We
introduce the method of extending pre-trained artificial neural network
models with adaptive activation functions. We demonstrate the method
using a CNN model implemented in PyTorch [14]. We compare the
performance of the derived network, with and without activation function
fine-tuning, to the performance of the base network on the CIFAR-10
dataset [15].
2. Related Works

Several research areas are related to the topic studied in this paper: non-
adaptive activation functions development, adaptive activation functions
synthesis, network architecture synthesis and manipulation, neural network
pre-training, transfer learning, and fine-tuning. Works [11, 12, 13, 14, 15,
16] provide an overview of modern activation functions. Work [16] focuses
on adaptive activation functions and describes the impact of adaptive
activation functions on the effectiveness of the resulting model. The work
studies parameterized standard and ensemble-based functions. The work
highlights that the extensive comparison of adaptive activation functions
requires their evaluation on the same dataset in the same base neural
network architecture. However, the researchers cite results from other
papers instead of conducting an independent assessment. Work [11]
classifies activation functions by their characteristics, activation function
properties, and target applications. As a piece-wise linear activation, ReLU
benefits from simpler gradients and lower computational complexity. At the
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same time, ReLU shows moderately good results in the image processing
and classification domains, leading to its common usage in commercial
models. In contrast, the Sigmoid and Tanh activations are suboptimal for
convolutional networks. The work studies Swish, ESwish, PReLU, and APL
among the adaptive functions. As stated, the impact of additional parameters
in adaptive activation functions on computational complexity is negligible
compared to the overall number of parameters in a deep neural network. The
authors compare the performance of models with different activation
functions. The general model architecture remains the same across
experiments, with activation functions being the only difference. The
authors train the derived models from scratch and evaluate the performance
on the same data set. The work highlights that the convergence of adaptive
functions dramatically depends on their parameter initialization. In general,
the models with adaptive functions demonstrate better convergence than
their non-adaptive alternatives. Works [17, 18, 19, 20, 21] introduce new
adaptive activation functions for deep neural networks, include them in
different neural network models, and study their effectiveness on various
datasets. The authors in [17] combine elementwise attention with the ReLU
activation function to create a learnable activation function. The researchers
in [20] replace all fixed activation functions in a BERT-based Transformer
architecture with an adaptive Rational Activation Function (RAF). When
trained from scratch, the RAF networks perform better than GELU on
language modeling tasks. Work [19] introduces a continuous adaptive
alternative to the ReLU and SiLU activation functions and demonstrates its
ability to change the form and amplitude during training. Work [20] presents
a piece-wise adaptive fuzzy activation function. Depending on its
parameters and the number of membership functions, this fuzzy activation
function can serve as a piece-wise approximation of continuous activations,
such as Tanh and Sigmoid, on a pre-defined interval. Work [21] introduces a
universal adaptive activation function and studies its ability to replace other
non-adaptive activation functions. We note that works [17, 18, 19, 20, 21]
only evaluate the effectiveness of models trained from scratch. The authors
do not mention activation function replacement in pre-trained networks and
do not reuse pre-trained parameters from non-adaptive implementations for
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further training. Works [22, 23, 24] propose and describe different artificial
neural network models for text processing, including the CNN, RNN, and
Transformer variants. In [22], the authors propose variants of Transformer
and ImageNet with Swish as an adaptive sigmoid-based activation function.
As stated, the models with Swish “show strong performance” compared to
non-adaptive activations on the language translation and image
classification tasks. [23] Introduces a deep CNN-based network for text
sentiment analysis. The authors in [23] highlight the importance of
unsupervised pre-training and learned embeddings for initializing deep text
processing models. Work [24] presents DeepMoji, an RNN-based model for
sentiment analysis. While [24] describes the architecture and the principle of
operation of DeepMoji, it is only available in a pre-trained form without the
original data set. Hence, independent researchers cannot modify the model,
train it from scratch, and replicate the results from the paper using the same
data set. Works [25, 26, 27, 28] study architecture manipulation for pre-
trained neural network models. [25] overviews model compression methods
for efficient deployment to resource-constrained devices and specialized
hardware accelerators. The authors of [26] review the knowledge distillation
methods. The reviewed methods use the teacher-student approach when the
original (teacher) model remains unchanged while the teacher trains the new
(student) model from scratch. In [27], the authors combine knowledge
distillation with weight pruning for model compression. The authors apply
fine-tuning to recover the model performance after pruning. Work [28]
proposes the removal of weights close to zero and the associated
connections between the nodes after each training epoch. To summarize,
while works [25, 26, 27, 28] study modifications in the neural network
architecture, they do not study the activation function replacement in such
architectures.Works [13, 29, 30, 31, 31] study the application of fine-tuning,
pre-training, and transfer learning techniques in data processing tasks. [13]
overviews techniques for efficiently training large artificial neural network
models, including pre-training and knowledge transfer. Some methods from
this overview propose using pre-trained shallow models as the first layers of
larger language modeling models. Other approaches include self-supervised
and unsupervised pre-training of the whole model on a large dataset with
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fine-tuning on a target dataset. Overall, the authors highlight the importance
and perspectives of pre-training for deep models like Transformers. Work
[29] describes a multi-target evolutionary architecture search approach for
CNN with weights sharing and sub-sampling of the target models. The
trained network structure consists of pre-defined blocks, with a machine-
readable configuration file as the structure definition. The authors apply
fine-tuning on the target dataset to recover the accuracy of sub-sampled
models. According to the paper and the reference implementation, the
activation function remains fixed during the architecture search and training.
Work [30] studies the contribution of individual layers in a recurrent Neural
Machine Translation (NMT) model. The authors train a complete model on
the bi-lingual out-of-domain OpenSubtitles2018 dataset, partially freeze the
layers, and continue training on the target COPPA-V2 dataset. The
experiment shows that the impact of individual layers during training is
relatively small, as the model can still adapt to the new dataset with partially
frozen layers. Work [31] overviews and evaluates the performance of
transfer learning methods. To our knowledge, the previous works do not
study the methods of activation function replacement in pre-trained artificial
neural network models and the effectiveness of such replacement.
3. Method Design

Let NV be an n-layer artificial neural network model with sequentially
connected layers. A combination of its layers L serves as a network
description: N = {Ly, L5, ..., L,,}. Each individual layer L; implements a
linear transformation together with a piece-wise non-linear transformation,
implemented by activation function f;: L; = fz-'[}:’!- I"l":-r + Bi}, where X; —
the input tensor, T — trainable weights for linear transformation, B; — the
bias tensor, and f; — the activation function. Let N, be the original pre-

trained m-layer artificial neural network model, while N, — the derived
network with its activation functions replaced. Hence N, and N,.,, can
be described as Norig = {Lorigis Lorigar s Lorign} and
Ngrw = {Laru1r Laruzs s Larwm ) cOrrespondingly.
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Depending on the implementation, networks N, and Ng,.,, may share
the same layers and activation functions for a subset of layers:

Lm*ig,i = Lr.!:'z:,i = fz{Xz H‘ir + Bz}sz = Lsnmai Lsmna = Lo:‘igﬂ Ln!:"z:

As an alternative, the derived model may have all activation functions
replaced while sharing the same values of trainable weights:

Lo:"ig,z' = fo:"z'g,i{Xi H"}ir + BE}J Ld?'z:,z' = fdrz.‘,i{XiI"Fir + Bi}
v Li,ﬂ-:l'ig = Lo:l'égJ Lz’,d:ﬂv = Ld:ﬂw Lo:"r;g n Ld:l‘z: =0.

Assuming the neural network architecture is known, the activation
functions fﬁ,,.w can be replaced with the corresponding adaptive
alternatives  fiz,,;. As the output of each new layer L; depends on the
output of the previous layer L;_4, changes in the hidden layers may change
the distribution of their output values, introduce errors to their output values,
invalidate the trainable parameter values in each subsequent layer, and
require re-training of the following layers. The replacement activation
function fiz,- shall strictly follow the shape and amplitude of the original
activation function f,.;; to preserve the pre-trained parameter values IW;
and B; in the derived network. In other words, the difference between the
outputs of the original and the replacement activation functions shall be zero
for all input values z:

Er, = (faroi(2) — forigi(2)) = 0VzZER.
In practice, we show that the original activation function can be replaced

by its approximation, assuming that the difference between their outputs on
the whole range of input values is relatively low:

Ef[ = (f:i;"z:,i {2} _fprig,i {Z}) <eVzeR.
3.1. Selection of Replacement Activation Functions
Achieving the zero difference between the outputs of the original and the
replacement activation function is possible if the original activation function
is a corner case of the replacement activation function. In this case,
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expressing the original activation function f,;, from the replacement
adaptive activation function fy,., requires selecting the corresponding
activation function parameters P, = {y; Pa; ..o} P} SO that:
fd:'v{:Pdsz} = fm-ig{:z}-
For example, Adaptive Hybrid Activation Function (AHAF) can exactly
replace SiLU when P, == {py;p-} = {1; 1}:
forig(2) = SILU(z) = zo(2),
fd:‘v{:Pdm;z} = J'll"-HJ':I"P{pj_F pZFZ} = pJ_ZCT{.PgZ},
Farp(Pamiz) = AHAF(1; 1;2) = 1-2z0(1 - z) = zo(z) = SiLU(z)
When parameter - is close to +co, the sigmoidal part of AHAF gets
close to the step function:

. : : 1, z>=10
Jim o(pyz) =a(+e-2) = {ﬂ, z=0
so that AHAF can approximate ReLU when Py,.,, = {py;p-} = {1; +oo}:
) ) zZ, z =0
forig(z) = ReLU(z) = {ﬂ =0
. : : \ =0
fd:l‘z:{.Pdry; Z} = AHAP{]_,+DG,Z} =1-zo(+oo 'Z} = {S i =0

= RelLU(z)

Modern computers have limited computation accuracy, so, in practice g
can be selected as a sufficiently large finite real number. Here and below,
we use AHAF with Pgr, = {p1, 02} = {1,2'%} as a sufficiently close
approximation of ReLU:

Fare(Parer?) = AHAF(1;1.218,2) = 1. zg(216 . 2) ~ {

A RelU(z).

The same approach applies to replacing other adaptive activation
functions, assuming that the replacement activation function is a
generalization of the original one. For example, AHAF can replace the
Swish activation function, when P,y = {Porigi} Pares = 1,

Pdrv2 = Porigr Pare = {pdrv,i;pdrv,ﬂ} ={ l;pm‘ig,l}:
fo,.@(Pm,z-g;z:} = Sx&risll(po,.@Jl;z} = z0(Poriga - Z),

z, z=0
0, z=40
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fdrv{:Pd:lw;z] = AHAP{pd:T,l;pd:T_.E;Z} =Pdrea Zg{pn!rv,ﬂ ) Z},
fm'v{-Pdw;z} = AHAP{l;po?'ig,l;z:} =1- z’:‘_{po?‘ig,l' Z} =
S“riSh‘:pm'ig,lFZ}

In contrast, some adaptive activation functions are piece-wise linear
activation functions. Such adaptive activation functions can be an exact
replacement only for a subset of other piece-wise linear activation functions.
For example, the F-neuron activation function can replace the HardTanh
activation function, assuming they have the same definition interval

[Z:lm':lu Z:lmz.r]:

) ] Zmins z< Zmin
f,._;.;u;'\g{_z} = Hﬂl'dTﬂﬂh{.z} =3Zmaxr Z 7 Zmax ,
Z, otherwise
fd;-y(_P; Z) = FNgft(.PJ Z) = _:T:J_{FNRGE'_.}{Z} ' pj) =

Zmins z< Zmin
ZFHRIJ z :} z?J’IﬂI
z, otherwise 7

where FN..(P, z) is the F-neuron activation function, FN . ;(z) is the j-
th membership function of FN_..(P,z), P = {py, P2, .., P } — Parameters
of the F-neuron activation function, m — the total number of membership
functions,
By = HardTanh{:z,m,! + {:z:l:nnx - z:lm':lz].f{:ﬂl - l] * {_f - l])

When the original function is not piece-wise linear, the F-neuron
activation function can only provide a piece-wise linear approximation on
an interval with limited accuracy. For example, an F-neuron with 18
membership functions (1 left ramp, 16 triangle-shaped functions, 1 right
ramp) can approximate Tanh on the [—4.0; +4.0] interval with the
maximum delta squared of 4 - 10™*. Figure 1 illustrates the delta squared
error for the described F-neuron.In this case, the trainable parameters

PrENace are initialized as:
PFJ".'-uEr = {pJ_Jp:; "-.l:pj_B}, m = 18,
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4.0+40
p; = tanh (—4.{] +— - l})’

PF""'-EET A
{—0.9993; —0.9992; ...; —0.031; +0.031; ...; ...; 0.9992; 0.9993}
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Fig. 1. Delta squared error for an F-neuron activation initialized as Tanh
with 18 membership functions compared to the base Tanh activation
function.

3.2. Practical Aspects of Activation Function Replacements

Researchers and companies use various data formats to describe, save
and distribute their pre-trained neural network models. To improve
interoperability and simplify the practical application of the model, the
authors use various deep learning frameworks, such as PyTorch [14] and
others. Generally, such frameworks store their models in two separate
pieces: the model description in code and the values of its trainable weights
in the binary files. Hence, the implementation of the activation function
replacement method is a five-step procedure:

1. Restore the original neural network structure in memory using the
stored model description.

2. Replace the original activation functions with their adaptive
alternatives to get the derived network structure.

Load values of the original trainable parameters from the saved state.
Initialize the parameters of the adaptive functions so that the adaptive
functions correspond to the original ones, as described in Section 3.1.
(Optional) Fine-tune the replacement activations.
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Fig. 2. Network model initialization and activation function replacement
from the description of the original model description, the stored state, and
the replacement rules described in Section 3.1.

Figure 2 illustrates the network initialization and activation function
replacement procedure.

In practice, modern deep learning frameworks allow combining steps 1,
3, and 4. The code sample in Figure 3 shows an example two-step

implementation in PyTorch.

1 net = NetworkWithAdaptiveActivations()
saved_state = torch.load(saved_state_file_path)
2 net.load_state_dict(saved_state, strict=False)

Fig. 3. Loading pre-trained weights into a derived network with adaptive
activation functions.

In this figure, “net” indicates a new network in memory,
“saved_state file path” denotes the pre-trained model’s state path, and
“strict=False” instructs PyTorch to load parameters of the pre-trained
network, ignoring the adaptive activation function parameters missing from
the original model.

The fine-tuning step can be implemented as the general training
procedure with all synaptic weights frozen, except the ones belonging to

adaptive activation functions.
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3.3. Fine-Tuning Activation Function Parameters in a Pre-Trained
Model

An imperfect approximation of the original activation function may
cause degradation in the artificial neural network model’s performance
(classification accuracy, loss function values, etc.). The replacement
activation functions may provide an imperfect approximation of the original
ones. The adaptive activation function parameters can be fine-tuned
separately from all other trainable parameters to improve the performance
and compensate for possible approximation errors. The non-activation
parameters shall be excluded from the training during the fine-tuning
process. The code sample in Figure 4 illustrates the approach: Where “net”
is an instance of the artificial neural network model, “dataset” is the training
data set, “net.params()” returns all trainable parameters in the network, and
“net.activation_params” returns the list of parameters that belong to
adaptive activation functions.

1 for p in net.params():

2 p.requires_grad = False

3

4 for p in net.activation_params:
5 p.requires_grad = True

6

7 train_network(net, dataset)

Fig. 4. Fine-tuning the adaptive activation function parameters.

In the following sections, we empirically study the effectiveness of
networks with fine-tuned adaptive activation functions compared to the
original networks and networks with adaptive activation functions that were
trained from scratch.

4. Experiment
We evaluate the performance of various neural network variants on the

CIFAR-10 [15] data set. Each element in the data set is a 3-channel image,
32x32 pixels in size. Each image in the data set corresponds to one of 10
possible object classes. We use the 5:1 split between the training and the
testing data: 50000 images in the training subset and 10000 in the testing
subset. During training, we apply image augmentation using a random
horizontal flip and a random affine transformation (shifting) by at most 0.1
times vertically and horizontally. The base neural network architecture is the
VGG-like KerasNet [32] network. The architecture includes: 4 two-
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dimensional convolutional layers with the corresponding activation
functions; 2 layers of 2D max pooling and 2D dropout between the pairs of
convolutional layers; 1 hidden fully connected layer with the corresponding
activation function; 1 layer of dropout between the fully connected layers; 1
output fully connected layer with SoftMax on its output for classification.

The architecture changes based on the model variant (the reference
network, the network with AHAF, the network with the F-neuron
activation). Still, the overall list of layers and the list of non-activation
components remains the same across all experiments. Unless otherwise
noted, we run the experiments on a laptop with Intel Core i7 10510U,
NVIDIA GeForce GTX 1650 Max-Q, and PyTorch [14] version 1.13.1.
During the training and evaluation, we use the default floating point data
type for this version of PyTorch — float32. The implementation is available
on GitHub: https://github.com/s-kostyuk/better_nns_w_aafs. Compared to
the previous studies [33], we have updated the implementation, re-run the
experiments in the new reproducible environment, and collected additional
data to investigate the reliability of the obtained results, prove the
correctness of the proposed methods and implementations in different
training conditions.

4.1. Reference Model Training from Scratch

We train four variants of the reference KerasNet model: With the ReLU
activation in all layers; With SiLU in all layers; With Tanh in all layers; -
With Sigmoid in all layers. We train each variant from scratch for one
hundred epochs on the CIFAR-10 dataset. We record the test set accuracy
and the training set loss to visualize and analyze the training process. We
save the resulting weights for further reference and activation function
replacement. This experiment provides the reference data required for
comparison with the derived models.

4.2. Replacing Activation Functions in Pre-Trained Reference Model

We create the derivative models from the reference models by loading
the pre-trained weights and replacing the non-adaptive activation functions
with the adaptive ones. This step generates four different model variants:

1. With the AHAF activation in all layers, AHAF initialized as ReLU.

2. With the AHAF activation in all layers, AHAF initialized as SiLU.
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3. With Tanh activation in the convolutional layers and the F-neuron
activation in the second-to-last fully connected layer, the F-neuron
activation approximates Tanh with 18 membership functions.

4. With Sigmoid activation in the convolutional layers and the F-neuron
activation in the second-to-last fully connected layer, the F-neuron
approximates Sigmoid with 18 membership functions.

We evaluate the performance of derived networks directly after the
replacement. This experiment allows validating the replacement approach
and studies the effect of imperfect replacements when used with piece-wise
linear adaptive activation functions.

4.3. Activation Function Fine-Tuning

We fine-tune the activation function parameters in the derived models to
compensate for approximation errors and improve the classification
performance. We freeze all trainable parameters, except the activation
function parameters, during fine-tuning. We fine-tune for 50 additional
epochs on the same CIFAR-10 dataset, so there is no need to adapt the
architecture for a new dataset. We record the test set accuracy and the
training set loss during the fine-tuning process. We save the activation
function parameters for subsequent visualization. This experiment evaluates
the impact of activation function fine-tuning on the model performance and
the form of activation functions.

4.4. Training Models with Adaptive Activation Functions from Scratch

We train four additional variants of the KerasNet model from scratch:

1. With the AHAF activation in all layers, AHAF initialized as ReLU.

2. With the AHAF activation in all layers, AHAF initialized as SiLU.

3. With Tanh activation in the convolutional layers and the F-neuron
activation in the second-to-last fully connected layer, the F-neuron
activation approximates Tanh with 18 membership functions.

4. With Sigmoid activation in the convolutional layers and the F-neuron
activation in the second-to-last fully connected layer, the F-neuron
approximates Sigmoid with 18 membership functions.

We record the training time, the test set accuracy, and the training set
loss. This experiment compares the training time and effectiveness between

96



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

models with replaced activation functions and those trained initially with
adaptive activations.
4.5. Additional Experiments

To validate the results, we perform two additional sets of experiments.
The first set investigates the accuracy of replacement activation functions
for different floating-point data types, and the second studies the training
results reproducibility with different seed values. Due to the nature of
floating-point computations on discrete computers, the mathematically
identical computations might lead to different results with some degree of
accuracy. As the bit length and the method of the floating-point value
storage changes, the original and the replacement activation functions show
different degrees of similarity. The goal of this set of experiments is to
demonstrate the impact of floating-point data types on the activation
function replacement accuracy. In the second set of experiments, we repeat
the previous experiments using different random seed values and, as the
result, different starting values for the synaptic weights. The goal of this set
of experiments is to validate and to isolate the noise in the previously
obtained results. To speed up the process, we use a different environment
with NVIDIA RTX A4000 and PyTorch version 2.0.

5. Results and Discussions

We recorded and evaluated the results of the experiments. We structure
this section as the following: Validation of the parameter initialization and
the form for adaptive activation functions. Evaluation of the activation
function form after pre-training with all other parameters frozen.
Comparison of the performance recordings for different variants of the
KerasNet model.

5.1. Validation of Activation Function Replacement

We visualize the activation function form for adaptive activation
functions directly after the activation function replacement. As the
visualization shows, the form of AHAF activations (grey; AHAF-as-RELU
in Figure 5, and AHAF-as-SiLU in Figure 6, correspondingly) directly
follows the form of the corresponding original functions (black; ReLU and
SiLU correspondingly). Hence, we confirm that the AHAF activation can
directly replace ReLU and SiLU activations.
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Fig. 5. The form of ReLU-like AHAF after replacement.
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Fig. 6. The form of SiLU-like AHAF after replacement.
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The visualizations for F-neuron activations (Figure 7 and Figure 8 for
Tanh-like and Sigmoid-like F-neurons, correspondingly) show that while the
replacement is not perfect, the differences between the original functions
(black) and the replacement function (grey) are hard to spot. Hence, the
parameter initialization is correct for the F-neuron activations.
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Fig. 7. Activation form of the F-neuron activation as Tanh after replacement
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Fig. 8. Activation form of the F-neuron activation as Sigmoid after
replacement

5.2. Adaptive Activations’ Form After Fine-Tuning
Figures 9-12 visualize the activation function form for the AHAF and F-

neuron activation variants after the fine-tuning. The visualization shows that
the form of fine-tuned activation functions (grey) noticeably diverges from
the original form (black). We note serious deformation of the sigmoid-like
F-neuron activations which indicates poor applicability of Sigmoid for
convolutional networks. Hence, we confirm that the activation function fine-
tuning works and the activation function form changes depending on the
requirements of the model.
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Fig. 9. Activation form of AHAF as ReLU after fine-tuning
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5.3. Performance Of the Model Variants

We compare the test set accuracy between all variants of the KerasNet
model. We group by the results by the reference activation functions used in
such networks: Linear units — SiLU-like and ReLU-like; Bounded functions
— Tanh-like and Sigmoid-like. The fine-tuned model with the ReLU-like
AHAF activations shows the best test set accuracy on the CIFAR-10 dataset.
AHAF successfully replaces the original ReLU activation functions and
adapts its form during fine-tuning but tends to overfit on the final epochs.
While the overall training time is longer, activation function replacement
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together with activation function fine-tuning shows itself as a viable solution
when the pre-trained model with non-adaptive functions is already available.

As expected, the test set accuracy after the AHAF-based activation
function replacement is the same as the accuracy of the reference models
after one hundred epochs.

Table 1 demonstrates the best training results for models with linear unit
activations.

The model with the Tanh-like F-neuron activation trained from scratch
shows the best test set accuracy on the CIFAR-10 dataset. One potential
explanation for such results is the poor applicability of Tanh and Sigmoid
activations for convolutional neural networks.

Training the model from scratch allows modification of the activation
function form and hence better propagation of the signal between the layers.
As expected, the F-neuron-based activation function replacement gives
different results to the reference model, but the actual difference is
negligible (less than 0.01% for Tanh and about 0.12% for Sigmoid).

Even for networks with Tanh-like and Sigmoid-like activations,
activation function replacement together with activation function fine-tuning
is a viable option when the pre-trained model is already available.

Table 2 demonstrates the best training results for models with bounded
activations.

Table 1
Performance of model variants with SiLU-like and ReLU-like activations.
Variant CNN AF FFN AF Accuracy, Training Avg Epoch
% Epoch Time,
seconds
Reference RelLU RelLU 82.41 96 13.52
AHAF, from scratch ~ ReLU-like ReLU-like 82.29 99 19.85
AHAF, AF replaced  ReLU-like ReLU-like 82.17 100 -
AHAF, fine-tuned ReLU-like ReLU-like 82.65 148 14.66
AF
Reference SiLU SiLU 81.59 98 15.65
AHAF, from scratch SiLU-like SiLU-like 81.85 98 19.82
AHAF, AF replaced  SiLU-like SiLU-like 81.53 100 -
AHAF, fine-tuned SiLU-like SiLU-like 81.96 147 14.64
AF
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Table 2
Performance of model variants with Tanh-like and Sigmoid-like activations.
Variant CNN AF FFN AF Accuracy, Training  Avg Epoch
% Epoch Time,
seconds
Reference Tanh Tanh 79.97 100 13.05
Fuzzy, from
scratch Tanh Tanh-like 81.04 100 13.30
Fuzzy, AF replaced Tanh Tanh-like 79.97 100 -
Fuzzy, fine-tuned 11.37
AF Tanh Tanh-like 80.34 150
Reference Sigmoid Sigmoid 60.17 100 14.54
Fuzzy, from scratch Sigmoid-
Sigmoid like 60.55 100 13.17
Fuzzy, AF replaced Sigmoid-
Sigmoid like 60.43 100 -
Fuzzy, fine-tuned Sigmoid- 11.66
AF Sigmoid like 61.16 147

Figures 13 and 14 demonstrate the training process for models with

linear units and bounded functions correspondingly.

80 2.0 —— Base, RelU, RelU
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epoch epoch
Fig. 13. The training process for network variants with SiLU and ReLU
activations
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Fig. 14. The training process for network variants with Tanh and Sigmoid
activations
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5.4. Floating Point Impact on Activation Function Accuracy

The modern deep learning frameworks and computing devices use
imperfect floating-point representations. The differences in the order of
operations, the flowing point precision, and the implementation details of
specific computing devices result in subtle variations in the loss value,
gradients, and the network performance after the training. For deep neural
networks, such errors accumulate and may lead to performance divergence
between the two, seemingly identical, models. Such differences should be
accounted for when comparing different neural network models.
Experimentally, we observe differences between the built-in SiLU
implementation in PyTorch (torch.nn.SiLU) and the mathematically
equivalent AHAF implementation. The maximum delta squared error
between the two implementations ranges from 3.16 - 103 for the float64
data type to 6.1 - 1075 for the floatl6 data type. Figure 15 illustrates the
delta squared error between SiLU implementations for different data types.

mMin=0.00e+00, min=0.00e+00, mMin=0.00e+00,
max=6.10e-05 max=9.09e-13 max=3.16e-30
le—5 le—13 le—30
61 3.0
3 4
5 4 2.5 4
oA 61 ERE
T T 0
w3 ] w w
- - - 1.5 1
] s 4 S
= = =
W i) W4
>
1 0.5 4
o] 0 A 0.0 4
—10 (o] 10 —10 o 10 —10 o] 10

Input, x Input, x Input, x
Fig. 15. The delta squared error between the native and the from-scratch
SiLU implementations for float16 (left), float32 (center), and float64 (right)
For the piece-wise linear approximation, the approximation quality

mainly depends on the number of linear pieces and the parameter
initialization procedures. For example, the Tanh-like F-neuron activation
instance with 18 membership functions and the parameter values sampled
from Tanh, shows a relatively high delta squared error of 3.72.10~* for
floatl6 and 3.66 - 10—* for higher precisions, as illustrated on Figure 16.
This fact explains the accuracy differences between the base model and the
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derivative model with the F-neuron activations.Alternatively, the Tanh-like
F-neuron activation instance with 130 membership functions and same
parameter initialization procedures, shows delta squared error of
9.54 -10~7 for floatl6 and 3.36-10-7 for higher precisions. While
showing better results than the simpler alternative, the F-neuron activation
with 130 membership functions shows error values that are outside of the
noise range for floating point computations. Figure 17 illustrates the error
for the described activation function. As shown, the error values grow as the
input values move outside of the F-neuron activation definition range (-4.0
to +4.0). This hints on the potential for improvements in the F-neuron
activation initialization procedures to reduce the error outside of the
definition boundaries.

min=0.00e+00, min=0.00e+00, min=0.00e+00,
max=3.72e-04 max=3.66e-04 max=3.66e-04
le—4 le—4 le—4
3.5 4 3.5 1 3.5
3.0 3.0 1 3.0
~ 2.5 ~ 2.5 ~ 2.5
5 5 S
L\I\J 2.0 A L||L 2.0 1 Ll!l 2.0 A
S 1.5 S 1.5 g 1.5 1
i} i, ]
1.0 1.0 1.0 1
0.5 A 0.5 0.5 A
0.0 0.0 1 0.0 A
=5 o] 5 =5 o] 5 -5 o 5
Input, x Input, x Input, x

Fig. 16. The delta squared error between the native Tanh implementation
and its fuzzy approximation with 18 membership functions for float16 (left),
float32 (center), and float64 (right)

For AHAF-as-ReLU, the error values on GPU vary between zero for

float16 and 1-21-107* for float32. As the input values approach zero, the
difference between the base ReLU function and its AHAF approximation
grows, resulting from the exponential nature of AHAF. In theory, the

approximation quality should increase together with increasing the Pz
parameter of AHAF. In practice, such an imperfect approximation is
sufficient for practical applications. Figure 18 shows the error between the
base ReLU activation and its AHAF-as-ReLU approximation with
{p1pa} = {127}
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Fig. 17. The delta squared error between the native Tanh implementation
and its fuzzy approximation with 130 membership functions for float16
(left), float32 (center), and float64 (right)
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. 18. The delta squared error between the native ReLU implementation and

ex

its AHAF approximation for float16 (left), float32 (center), and float64
(right) evaluated on a GPU

Interestingly, the error values differ between the CPU and GPU
ecutors.

Compared to GPU, the error values for the float32 and float64 match

exactly when evaluated on CPU, as illustrated by Figure 19.

The diagram does not include the floatl6 case as the CPU does not

support this data format.

The full set of error graphs for ReLU, SiLU, and Tanh is available on a

reasonable request.
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Fig. 19. The delta squared error between the native ReLU implementation
and its AHAF approximation for float32 (left) and float64 (right) evaluated
onaCPU
5.5. The Seed Value Impact on Reproducibility

We repeated the training experiments using 5 different seed values: 100,
128, 1999, 7823, and 42. Compared to the original set of experiments, we
used a different computer with NVIDIA RTX A4000 and PyTorch version
2.0.

Table 3
Model performance variance across different starting seed values.
Variant CNN AF FFN AF Test Set Test Set Test Set
Loss, Mean Loss, SD Acc.,
Mean, %
Reference ReLU ReLU 0.5124 0.01587 81.76
AHAF, from ReLU-like ReLU-like 0.5110 0.00648 81.88
scratch
AHAF, fine- ReLU-like ReLU-like 0.4932 0.01756 82.34
tuned AF
Reference SiLU SiLU 0.5117 0.01042 81.75
AHAF, from SiLU-like SiLU-like 0.5046 0.00829 81.90
scratch
AHAF, fine- SiLU-like SiLU-like 0.5039 0.01036 82.12
tuned AF
Reference Tanh Tanh 0.5734 0.01365 79.77
Fuzzy, from
scratch Tanh Tanh-like 0.5483 0.01233 80.60
Fuzzy, fine-tuned 80.25
AF Tanh Tanh-like 0.5545 0.01183
Reference Sigmoid Sigmoid 1.1434 0.01917 59.74
Fuzzy, from
scratch Sigmoid Sigmoid-like 1.1564 0.02340 59.64
Fuzzy, fine-tuned 60.89
AF Sigmoid Sigmoid-like 1.1197 0.01466
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This change allowed us to speed up the training and account for possible
machine-to-machine and execution environment variations. Table 3 shows
the mean and the standard deviation for the test set loss, and the mean test
set accuracy value for each of the network variants at the end of the training
— after 100 epochs for networks trained from scratch, after 50 fine-tuning
epochs for fine-tuned epochs. According to the evaluation results, the test
set accuracy and loss remain largely consistent regardless of the initial seed
values. On average, activation function fine-tuning allows reaching the best
test set accuracy for AHAF-as-ReLU, AHAF-as-SiLU, and F-neuron
activation in the Sigmoid-like variant.

The difference between the corresponding SiLU and RelLU variants is
insignificant and can be regarded as noise. Table 4 illustrates the variations
between machines using the seed of 42.

The interactive presentation of all training runs is available at the
Weights and Biases platform: https:/api.wandb.ai/links/nure-csir-
1/s5zq6yp4.

Table 4
Model performance variance across different machines with the constant
seed of 42.

Variant CNN AF FFN AF Test Set Test Set  TestSet  Test Set
Loss, PC Loss, Acc., PC Acc.,
laptop laptop
Reference ReLU ReLU 0.50369 0.50172 82.35% 82.17%
AHAF, from RelLU- ReLU-like 0.50133  0.51730 81.92% 82.07%
scratch like
Reference SiLU SiLU 0.51276  0.51268 81.58% 81.53%
AHAF, from SiLU- SiLU-like 0.50215  0.50182 81.85% 81.84%
scratch like
Reference Tanh Tanh 0.58671 0.58647 80.13% 79.97%
Fuzzy, from
scratch Tanh Tanh-like 0.54351  0.54275 80.70% 81.04%
Reference Sigmoid Sigmoid 1.12710 1.12360 60.20% 60.17%
Fuzzy, from Sigmoid-
scratch Sigmoid like 1.14425 1.12749 59.55% 60.55%

6. Conclusions
This paper introduces the method of extending pre-trained artificial
neural network models with adaptive activation functions. The method
allows experimenting with various adaptive activation functions without the
need for model re-training. We evaluate several variants of the KerasNet
model on the CIFAR-10 dataset: the reference pre-trained model with non-
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adaptive activation function, the derived model with replaced activation
functions, and the derived model trained from scratch. The empirical results
confirm the possibility of using piece-wise approximations of Sigmoid and
Tanh without significant changes in the test set accuracy. The experiment
shows the effectiveness of the method in combination with activation
function fine-tuning for improving the accuracy of models.
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PO3IIWPEHHS HEMPOMEPEXEBUX MOJIEJIEN
AJATITUBHAMU ®YHKIISAIMUA AKTUBAIII

Koctiok C.
Xapxiecokuil HayioHanbHUull YHieepcumem paodioeiekmpouixu, Yxpaina
E-mail: serhii.kostiuk@nure.ua

Anomauin. Mooeni wumyuHux HelPOHHUX MePedc NPOOOBX’CYIONb PO3BUBAMIUCA Y 8I0N06I0b HA
HOBI 3a80aHHA ma GUKIUKU 00pobKku oanux. [LJo6 3a006016HUMU HOBI 8UMO2U 00 0OPOOKU
0anux, OOCTIOHUKU, AK NPAGUIO, PO3POOISIONb HOGI Mepedicegi apXimeKmypu, OHOBTIOIOMb
iCHYIO4I ma wyKaromes MONCIUBOCHI 0Nl NOKPAUWJEHHS MOXMCIU8OCcmell anpokcumayii ons
icHytouux mooenei. ILLJob6 npuwsuowiumu iHHOBAYIl, 2any3b CXUIAEMbCA 00 NOBMOPHO0
BUKOPUCIMAHHA NONEPEOHbO HABUEHUX 6a206UX Koeqhiyienmie 3a O00noMozol Memooie
nepenecents HAGYAHHA. Y YboMy OOKYMeHmi npedCmasieHo Memoo po3uupeHHs nonepeorbo
HagyeHux mooenell Wmy4HUX HelpoHHUX Mepedxc adanmusHuMu yHKyismu akmueayii. Memoo
003607151€ GUKOPUCMOBYBAMYU A0ANMUSHI DYHKYIT 3amicmb Headanmugnux 6e3 neobxionocmi
noemopHozo Hasuanus. IIpaxmuuni acnekmu memoody ma o020 e(heKmuHicms OYiHIOIOMbCA 6
3adaui Kknacugikayii 306pasxcenb 3a 00NOMO2010 MOOeNi 320pMKO60I HEeUPOHHOT Mepedxci Ha
HAbOpIi 0aHUX KOTbOPOBUX 300padicetb 3 GIOKPUMUM KOOOM.

Knrouosi cnosa: aoanmusna ¢ynxyis axmugayii, mooenv Heliponnoi mepedici, mpancgephe
HABYaHHsl, 2MU6OKA HeUPOHHA Mepedca
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Section 3. Data Security and Cryptography
VJIK 004.056.5

CTETAHOAHAJIITUYHUU METO/ BUSBJEHHS LSB-
BKUIIAJZEHB B IU®POBOMY BIJAEO,
HOCJIAOBHOCTI U®POBUX 306PAKEHD
Dr.Sci. Bo6oxk L., Dr.Sci. KoGo3ea A.

ORCID 0000-0003-4548-0709, 0000-0001-7888-0499
Hayionanvnuii ynisepcumem «Odecvka nonimexwikay, Yxpaina
E-mail: onu_metal@ukr.net; alla_kobozeva@ukr.net
Anomauisn. Cmezanocpagis cb0200HI € O0OHUM 3 HANPAMKIG 3axucmy iHgopmayii, wo
Haubibw  weuoko i egexmusHo possusaromsci. Lle  npuzeodums 00 nioBUWEHHS
AKmMyanbHoCcmi — Cme2aHoaanisy, w06 YHUKHYMU — He2AmueHUX HACIIOKI8  Npuxo8amoi
KOMYHIKayii 3 memor npomunpasnux Oiu. Ilepesaca npu opeanizayii RpUxo06aHo20 KAHALY
36'513KY  CbO2OOHI 6I00AEMbC YUPPOBOMY 6I0€0, npome CYHYACHUL CMe2aHOaHali3 8ioeo
giocmae 6i0 HeoOXIOHO20 piBHA, 30KpeMa 6 YMO8aX Maioi MPONYCKHOI CHPOMOMCHOCI
NPUXOBAHO20 KAHALY 38 S13KY. ¥ pobomi po3pobiieHo HOBUI eheKMUBHUL CMe2aHOaAHAIIMUYHUL
MemoO 0N BUAGIEHHs pe3yibmamié 60y0osu 000amkogoi inpopmayii 6 yugpose
810€0/noCni0osHicMb  YUPPOBUX  300padcenb OOHUM 3  HAUNOWUPEHIWUX HA  CbO2OOHI
cmezanocpagiunux memoodie - LSB-memodom. OcHo6oo po3podieHo2o memoody € 4ymaugicno
00 30ypHux Ol JHIUHOCMI 4ACMOCMI CUHSYIAPHUX BEKMOPi6  GIONOBIOHUX MAmMpuyb
OpuciHaNbHUX KOHmeHmis. Y pobomi 6cmanoeneHi AKICHI ma KiNbKicHi  8iOMIHHOCHI
Xapakmepucmux — (QYHKYIi  3a1eACHOCMI  YACOCMI  CUHSYISPHO2O — 6eKMOpa  Mampuyi
300padcenns/kadpa  @ideo  6i0 1020  HOMepa O OPUZIHATLHUX — KOHMeHmie |
CMe2aHoNn08iOOMIeHb, AKI Oanu MONCIUGICMb Ol PO3POOKU  aneopumMiuHoi  peanizayii
3anponoHo8anoco Memooy, eekmusHicmv SAKOi Yy paszi manoi nponyckHoi cnpoModcHocmi
npuxoeano2o xamany 36azky (<0.25 6im/nixcenv), y momy uducni npu He3HAUHiU KiTbKOCHi
Kaopie gideo, 3adianux 6 npoyeci cmezanonepemsopenns (<50%), nepesuwye egpexkmugnicmo
ananoeis. Lle dano modcnusicmv niosuwumu e@ekmueHicmy Cme2anoananizy yu@dpogozo 6ioeo
(nocridosnocmi yugposux 306pasicenv) 6 yinomy. Iloxazano, wo 3anponoHoganuii Memoo
nicis neeHoi adanmayii Modxce BUKOPUCMOBYBAMUCS K 3A2ANbHULL eKCNEPMHULL Memoo O
BUSGNEHHA NOPYUleHb YINICHOCMI Yugpoeozo eideo/nocuioognocmi yugposux 306padcenv 6

yMogax 30ypuux Oiil, 30KpeMa He3HAYHUX, WO GIOPIZHAIOMbCS 610 CMe2aHONePemBEoPeHHs.
Knrouoei cnosa. Llugpose eioeo, yugppose 306pasicenns, LSB-memod, cmeeanoananis,
NPONYCKHA CHPOMOICHICHb NPUXOBAHO20 KAHATY 38 SI3KY

1. Beryn
OmHMM 3 OCHOBHMX HAamNpsIMIB 3axHcTy iH(pOpMAaIii, 1m0 HaWOUIbII

IIBUAKO Ta €(eKTHMBHO pO3BUBAETHCS B OCTAHHI JECATHIITTS, €
creradorpadis. Ha BimmiHy Bix xpunrorpadidaux 3acobiB 3aXHCTY
iHpopmamnii, me He ICHye NHTaHHSI IIPO HASBHICTH INPUXOBYBAHOTO
TTOBIIOMJICHHSI, OCKIJIBKHY 1€ € OYEBUIHAM, CTeTaHOTpadist JO3BOJISIE CKPUTH
cam (akr icHyBaHHA cekpeTHOi iH(opmarii, BOyZOByour ii B KOHTEHT-
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KOHTEHHep, W0 He MpuBepTae yBaru. [Ipy 1bOMy MOBIZOMIJIEHHS, IO
BOYZIOBYETBCS, JIOJAaTKOBO INUPpyeThesi. TakuM 4uHOM, creraHorpadis
SIBJIsIE COOOI0 OIIBIII BUCOKHMH PiBEHb 3aXHCTy iH(pOpMAIlii, B MOPIBHSIHHI 3
kpunrorpadgigHIMH 3acobaMu, IO Bene OO TOTO, IO iHTepec J0
creragorpadii HaHOMIHKINM dacoM OyJie JIMIIEe 3pOCTaTH, YOMY IOAATKOBO
CIpusie CTPIMKHI PO3BUTOK [HTEpHETY, HEBiI'€MHOIO CKJIAJOBOIO SIKOTO €
HEBUPINICHI NPOOIEMH 3aXWMCTy aBTOPCHKHX IIpaB, IpaB Ha OCOOHCTY
TAEMHHIIIO, OpTraHi3amii elIeKTPOHHOI TOPTIBIi, 3aXUCTY BiA MPOTHIIPABHOI
missibHOCTI  XakepiB, Tepopuctie  [1].  Ceoromui  creraHorpadis
BUKOPHCTOBYETHCS JUIsl BUPILICHHS PsAy PI3HOMAHITHUX 3a1ay, cepel] SIKUX
[1]: 3axuct xoHpineHuiitol iHbopMaLii Bii HECAHKI[IOHOBAHOTO TOCTYILY;
3aXUCT AaBTOPCHKHMX TIpaB Ha JEAKI BUAM IHTEJICKTYaJbHOI BIACHOCTI,
MIOJIOJIAHHSI CHCTEM MOHITOPHHIY Ta KEpYBaHHS MEPEKEBUMH DPECypCaMH;
CTBOPEHHS NPUXOBAHMX KaHAIIB 3B’I3Ky. Bsarasi KoMl roTepHY
creraHorpadiro ChOTOJHI MOXKHAa Ha3BaTH MHCTCLTBOM IPHXOBAHOI
KoMyHiKarii. KITFouoBHM TYT € IUTaHHA, y YUIX IHTepecax 3MIHCHIOETHCA LIS
KOMYHIKaris. SKkmo i METO € MpOTHIpaBHI i, pe3ylbTaTOM SKUX
MOXYTb OyTH HEraTWBHI HACHIIOKH UL OKPEMHX JFOICH, MiAMPHEMCTB,
0aHKIB TOIIO, NEpKaBU B IJIOMY, TO KPUTHYHO aKTyaJbHHM TYT CTa€
3a0e3reueHHss MOMIIMBOCTI BHSIBIIGHHS TaKOro KaHally »3B'S3Ky Ta
OTpUMaHHsl TpHxoBaHol iH(opMamii, MO 3HAXOJUTHCS B KOMIIETEHIIiT
creranoananisy [2]. Ha mammit MoMeHT mepeBara TpH Opraizarii
NIPUXOBAHOTO KaHally 3B'3Ky BCE 4YacTillle HalaeTbcs HU(POBOMY Bizieo
(IB). i mporo icHye KijlbKa MPUYHMH, OCHOBHI 3 SKUX HACTYITHI: Bimeo-
Tpaik CHOTOJHI CTAaHOBHTH OCHOBHY YAaCTHHY BCHOTO CIIOXXHMBYOTO
iHTEepHET-TpadiKy; Bi/leo Aa€ MOXKIUBICTh 3a0€3MEUYUTH BUCOKY IPOITYCKHY
CIPOMOXKHICTH TIPUXOBAHOTO KaHAITy 3B'SI3KY, 30KpeMa B PEKUMI PeaIbHOTO
yacy [3]; creranoaHami3 Bijieo BiACTa€ Bif HEOOXiMHOrO piBHS uepe3
CKIAAHICTh 3ajadvi, IO PO3TISNAAEThCSA, AaKTHBHICTH PO3pOOOK TYT
3aJIMIIAETHCS HEJOCTATHBOIO, JOCITIKEHHS pOOIIATH JIMIIE TOYaTKOBI KPOKH
MOPIBHSHO 31 CTEraHOAHAII30M OKpeMuX ImppoBux 306paxens (L[3) [3]. I
X04a METOAH, mo mparroioTs 3 13, iHoai agantyrotecs st LB [4,5], Taka
MOXJIUBICTh € HE 3aBXJIH, OCOOJMBO y BHIMAJKY, KOJU cTteraHoaHani3 1B
OaxaHuil B pexuMi peanpHoro yacy [6]. Yci creraHoaHaniTu4Hi MeTOAH, Y
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TOMY YHMCII Ti, IO mpanporTh 3 1[B, 3amexHo Big TOro, 4u motpiOHa iM
JI0aTKOBa iHQOpMalis Mpo aHaNi30BaHUI KOHTEHT, MOKYTh OyTH MOMIICHI
Ha JBa BEJNMKI Kjacu: yHiBepcaibHi [7,8], 1m0 BU3HAYAIOTh
HasBHICTB/BIICYTHICTh nomatkoBoi iHGopmarii ([AI) B indopmamiitHoMy
KOHTEHTI 0e3 ypaxyBaHHS cHelr(iKh TOTO CTeraHOrpadidHOTO aIrOpUTMY,
SIKAM TIPOBOIMIIACS ii BOYIOBa B KOHTEHHeD, i cripsimoBaHi [9], po6ora siknx
mo0OymoBaHa 3 ypaxyBaHHAM OCOOIHMBOCTEH KOHKPETHOTO/KOHKPETHUX
CTETAaHOAITOPUTMIB, [UIS BHABJICHHS  pE3yNbTAaTiB  SKUX BOHH 1
BUKOPHCTOBYIOThCS. HeoOXiHO Big3HAYHMTH, IO Yepe3 INUPOKUM CIIEKTp
PI3HOMaHITHUX CTeraHorpadiuHUX METO/IB 1 MiIXO/IB, IO PO3IIUPIOETHCS 3
KO)KHAM JIHEM 3aBASKH OYypXJIMBOMY PO3BHTKY creranorpadii, 3pocrae
aKTyaJIbHICTh PO3POOKH YHIBEPCAJIbHUX CTEraHOAHANITUYHHX METO/IIB.
OnHak 3a HAsBHOCTI y CTEraHOAHANITHKA HEOOXimHOI iH(opMarii mpo
OpraHi3alil0 NPUXOBAHOTO KaHAIY 3B'A3Ky (30KpeMma, NPO BHUKOPUCTaHUI
CTETaHOAITOPUTM), IO Ha TMPAKTUI[l Mae 3HAYHy WMOBIPHICTB, IepeBary
OTPUMAE BINMOBIMTHUHA CIPSIMOBAHUN METOM, IO M€K IPABHIO, OLIBII
BHCOKY e()eKTHBHICTh, HDXX yHiIBEpPCalbHHI, MPH 3aCTOCYBaHHI B THX K€
yMmoBax. Lleli BUCHOBOK CTaB OCHOBHOK MOTHBALIIHHOIO CKJIAJOBOIO IS
aBTopiB  JgaHoi  pobGoTm I pO3poOKM  came  CIPSMOBAHOTO
CTeraHoaHaJITHYHOrO MeToy Juis LB.

2.AHaJi3 cTa”Hy npoo6JjeMn
3ayBaxkumo, 1m0 GopmansHo 1IB MOke po3risigaTHes SK MOCHTiOBHICTh

[13-kazpiB, ToMy B poOOTI Taki iH(pOPMAIiiiHI KOHTEHTH HE PO3PI3HIIOTHCS,
sIK He po3pizHstoThes 1[3 ta kamp 1IB. Sk koHTElHEp naiii po3risgaeThCst
[IB abo noBinbHa nociigoBHicTh L3, 30epekeHnx B 0JlHAKOBOMY (opMari.
[Ipomec creraHoaHamizy MOKE IIPOBOAWTHUCS B MPOCTOPOBiH oOmacTi
KOHTeliHepa abo B OnHIH 3 oOnacTell HOTrO MEpEeTBOPEHHS, Cepeld SIKMX
BeJIMKA yBara NPHIUIIETHCS YacTOTHIH 00iacTi, 00JacTi CHHIYJISIPHOTO
PO3KJIaJlaHHs BIATOBITHOT MaTpuLi Tomo. BaximBuM 1 OakaHuM y mporeci
CTEeraHoaHaJli3y € Te, 00 e(eKTHBHICTh EKCIIEPTU3U KOHTEHTY B OOpaHii
Uit Hei oOnacTi KOHTeWHepa He 3ajekana BiJ TOTo, sika came 00JacTh
BUKOpHCTOBYBanacs mpu BOoymosi 11 [3,7,10]. Oqaum i3 HalmomupeHinmx
creraHorpaiyHUX METOAIB Ha CHOTOIHIIIHIA NE€Hb 3JIUIIAETHCS METOJ
mouikarii Haiimenmoro 3Hauymoro oOira (Least Significant Bit) — LSB-
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meron [11]. TIpoctora iioro peanizaiii, MOTEHIIHHA MOXIUBICTH
3a0e3rnedeHHsT BUCOKOI MPOITYCKHOI CIIPOMOXHOCTI HPUXOBAaHOTO KaHAITy
313Ky (IICTIK), MokIHBiCTh 3MiHCHEHHS BKIaJCHHS Ta AekonyBaHHs I B
peXnMi peaJbHOTO Yacy, OYEBHIHO, AACTh MOMJIUBICTh ITbOMY METOXY HE
BTPATUTH CBOIO 3aTpeOyBaHICTh y HaHOMIKYI POKH, 3aJHIIAIOYN
aKTyaJbHOIO 3amady e(peKTHBHOTO BHABJICHHSA BKIajeHb J{I, mpoBemeHmX
UM MeTooM. [IuTaHHsS BUSABIICHHS pe3yNbTaTiB cTeraHonepeTBopeHHs LB
LSB-metomoM Bke HeoqHOPa3oBO posrisimanucs (axisrsmu. Tak B [12]
3alpOIIOHOBAHO METPUKY, sSIKa BUKOPUCTOBYETHCS B TIPOLIECT CTETaHOAHATI3Y
IIB, mo mo3Bossie BUSBIATH 30ypeHHs B Kaapi L[B B obmacTsax 3 Manumu
nepernajgaMy 3Ha4eHb siCKpaBocTi (poHOBUX obnactsax). OCHOBHa mepeBara
LBOTO METOJY JIOCSTaceThCs 3aBISKH BPAaxyBaHHIO HampsMy Ta BifcCTaHi
morounoro kaapy IIB Big omopuoro. B [13] 3amponoHOBaHO MOKaIpOBUIA
MeToJ creranoaHanizy LB, po3paxoBanmii Ha BUSBIECHHS BKJIaneHb /JlI,
3pobnennx LSB-meromom (peamizamis LSB-matching), skuit cras
«BINMOBIAIO» aBTOPIB Ha CTaHAApPT KomyBaHHsA Bimeo H265. Hasenmeni
aBTOpaMHU B poOOTi HOKITaIHI eKCIEPUMEHTANBHI Pe3yJIbTaTH, y TOMY YUCII
npu  BukopuctanHi  mamoi  IICIIK, moka3yloTh  e(eKTHUBHICTH
3alpOIIOHOBAHOTO METOJ/y BiJIeOCTEraHOAHai3y, Ta pa3oM 3 YMOBaMH
3acTocyBaHHs (HokaapoBuii aHami3, LSB-matching-peasizariis, a ronoBHe —
nmiesnataicts npu Mamiii TICIIK, mo y Oimbmrocti poOIT HaBITh He
JOCITIKYETBCS]) POOUTH HOrO NPIOPUTETHUM ISl TTOPIBHSUIBHOTO aHaJi3y
e(eKTUBHOCTI 3 METOJOM, 3alpoIllOHOBaHMM Yy pobori. B [14]
3allPpOMOHOBAHO  METONWKY crTeroaHamizy IIB Ha oOcHOBI  Kpoc-
KOPEJLILIHHOTO aHaNi3y, J¢ yBara NPHUIUIETHCS BUSBICHHIO PE3YJIbTATIB
BOymoBu /JII 3a momomoroto peanizaiii LSB-matching. B ocHoBi [5] nexuts
aHalli3 KIIBKOCTI OJIOKIB, B SKHMX IIKCEIl MarTh OJHAKOBI 3HAYEHHS
SICKPaBOCTI B MeXax OJIOKYy B MaTPHIIX KOJIbOPOBUX CKIIAJIOBUX IU(PPOBHX
KOHTEHTiB. OCHOBHOI0O TIEpEBaror0 TYT € BHKOPHCTaHHA B IMIpoIleci
cTeraHoaHamizy mpoctopoBoi ob6macti [I[B, 1mo J03BoJsie YHUKHYTH
JOIaTKOBUX OOYMCIIOBAIILHUX BHUTpPAT Ta JOJATKOBOIO HAKOMHYEHHS
00YHCTIOBAIEHOI TIOXMOKH IIPH TIEPEX0/Ii 3 MPOCTOPOBOi 0byacTi B 06IacTh
neperBopeHHss 1 Hazaa. OnmHak  JKOJEH i3 3raJlaHuX  BHIIE
CTETaHOAHAJITHYHUX METOJIB HE J03BOJISIE TOBOPUTH NPO 33/I0BUIbHE
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ocTaToyHe BUpIIIEHHs 3a7a4i creraHoananizy 1B, 30kpema B ymoBax manoi
ICIIK. HemromaBHO aBTOpaMu poOOTH OYJIO po3po0IeHO HOBHIA MiAXiA 10
npoOyiieMH BUSIBIICHHS MOpYyIIeHHS IiticHocTi 13, 3acHoBaHMiI Ha aHamizi
¢yHKIii 3anexHOCTI 9actocTi cHHTYIsIpHOro Bekrtopa (CHB) wmarpwumi
306pakenns Bix Homepa (CHB-mizxim) [15]. OcuoBoro CHB-migxomy €
BCTaHOBJICHA BIACTHBICTH JiHiHHOCTI dactocti CHB mms opurinampHOTO
II3. Lls BMacTHBICT € YyTIMBOIO 10 30ypHUX Miif, a TOMY Ja€ MPHUHIUATIOBY
MOJJIMBICTh JJIS BiIOKPEMJICHHS OPHTiHAJIBFHOTO KOHTEHTY BiIl TaKoro,
LUTICHICTB SIKOTO HOpPYIIEHA, B TOMY YHCIIi B yMOBaX MallMX 30ypHHX Aid. 3
ypaxyBaHHAM MOXJIMBOCTI po3miaay LB sk cykymnocti L3, a mpouecy
CTEraHOINEPETBOPEHHsI 5K OKpeMoro Bumanky 30ypHoi nii [7], crae
MOJUJIMBHM 1 TepCrieKTUBHUM Bukopuctanus CHB-miaxomy mis po3poOku
CTEeraHOaHATITHYHUX MeToiB s aHani3y LIB. CHB-ninxin 3 ypaxyBaHHsIM
3rajjaHoi YymIHMBOCTI JiHiIMHOCTI wactocti CHB wmae 3abesmeuntn
e(pEKTHBHICTH BiAMMOBITHUX METO/IB, 30KpeMa B ymoBax mainoi [ICIIK.

3. Mera Ta 3aaa4i J0CTiIKeHHSA
Metoro pobotn € TABUIICHHS e(QEKTUBHOCTI  CTeTaHOAHAII3Y

[B/mocnimoBHOocTi 113 muisxoM po3poOKH CTEraHOAHATITUIHOTO METOIY
JUI BUSBICHHS pe3yibraTiB BOynoBu I LSB-meromom, edekrtuBHOTO, Y
tomy umcni, mpu Maimiit [ICIIK, Ha ocHoBi CHB-migxomy. Ilim mamoro
MPOIMYCKHOIO ~ CHPOMOJKHICTIO ~ TPUXOBAHOTO  KaHaly 3B’S3Ky  JAaii
posymierbest [ICITK<0.25 Git/mikcenb, OOTpyHTYBaHHS YOr0 MOXKHA 3HAUTH
B [4]. JIns foCATHEHHS TOCTaBJIEHOT METH B pOOOTI PO3B’I3yIOTHCS HACTYITHI
3aja4i: BUOIP KUIbKICHOTO TOKa3HMKa MOPYLIEHHS JIHIKHOCTI 4acToCTi
CHB; nocnijpkeHHsT KUIBKICHMX —XapaKTepUCTUK (YHKLIT 3aJeXHOCTI
gacrocti CHB wMatpumi 300paxeHHs/kaapa LIB Bix fioro HOMepa s
OpPHUIiHAJIBHUX KOHTEHTIB Ta CTEraHONOBIAOMJIEHb, OTPUMaHUX 32
nonomororo LSB-merony 3 Bukopucranasm pizHoi IICIIK; po3poOka
CTeraHOAHANITHYHOTO MeTony s 1IB Ta Horo amroputMmivHOi peaisarii;
aHai3 e)eKTUBHOCTI PO3POOIEHOTO METOLY.

4. Po3podka cTeraHoaHATITHYHOTO METOLY
4.1. ITIoHATTS YaCTOCTi CHHTYJISIPHOTO BEKTOPa

Posrnsaemo ocHoBu CHB-mimxoxy [15]. Hexait F - N XN -matpuns
[3/kanmpa 1IB,
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F=Uusv' =Y ouy' @)
i=1

- HOpPMaJIbHE CHHTYJISIPHE PO3KIaJaHHs F, 110 BH3HAYAETHCS OJHO3HAYHO
[16], me U,V — oproroHamsHi NXN-maTpumi, CTOBOII SKHX

u, Vv, i =1,_n, - mBi # npaBi CHB F BignosigHo, mpu npomy jaiBi CHB
JIOJATKOBO € JIeKCUKOrpadiaHO JOJATHUMMU [16];
Z:diag(o-l,...,crn ) 0,2..20,20 — cuarymapmi umcna (CHY) F.
BukopucTtanHs nuie oaHOT MaTpuIli A GopManbHoro npeactaieHHs 113
HE OOMEXye CHUIbHICTH MIpKyBaHb. Y pasi koiwopoBoro 113 sk F moxe
BUCTYNAaTH MaTpulsl OyAb-sKOi (4M MOCIIIOBHO BCiX) KOJIPHOI CKJIago0BOi
(cxema RGB), matpuns sickpaBocti (cxema YUV). CHB U, (V;), enemenTu

skoro B Mexax CHB-mizxomy posrisiiaroTbesi SK 3HAYEHHS JAESKOL
auckpetHol QyHKuii Ha mnpomixky [l,n], craBUTbCS y BIINOBIAHICTD

KiIbKiCHA XapaKTCPpUCTHUKA — YaCTICTh 77 , IO BHU3HAYA€TbCA HACTYITHUM

yuHOM [15]:
g, sAKWo 1 — napme (2)

n+1
= SAKWO 1] — HenapHe

P

Jie 7] - 4ncio 3MiH 3HaKa (QYHKIT Ha pO3IIISTHYTOMY IPOMIKKY .
TTo3Haunmo fr(i ), i :ﬁ , - QyHKIIO, MmO BigoOpaXkae 3aleKHICTH
vactocti CHB y, (v, ) Bin Horo Homepy i.
B pesynbrati HOCTiIKEHHS BIaCTHBOCTEH fr(i) BCTaHOBJICHO [15], 1m0

st opuriHanpHux 13 (y ¢opmari Oe3 BTpaT) NpakTUYHO HOCTIHHOIO €
IIBUJIKICTh 3POCTaHHS TPEHIY Li€l QYHKIIi] MPaKTUYHO HAa BCHOMY CETMEHTI
[1, n], HacmimkOM 4YOro € BIACTUBICTH, SKA OTPUMANAa HA3BY JIHIUHOCHI
yacmocmi CHB (sx niBux, Tak i mpaBux) i [[3/kagpa 1B, 1mimicHicTh
SKOrO He NOpylIeHa, WO o3Hauae, wo Qynkuis fr(i),i=1n, n06pe
ampOKCUMY€ETHCSl TPAKTHYHO Ha BChOMY cermenti [1, n] miHiiiHOMO
MOHOTOHHO 3pPOCTAal0Y0K (YHKIIE0 I(i ), i=1,n ams opurinansHoro 113 Ges

Brpar (puc.1(a,06)). JlimidiHictse wacrocti CHB € xapakrepucrukoro,
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YyTJIMBOIO 10 OyIb-SIKMX 30ypHHX Ail, 30KpeMa O CTEraHOIEPETBOPEHHS
(puc.1(B)).

Iopymenns ninifiHOCTI yactocti CHB mis HeopurinansHoro 113/kampa
B, mo 3a3Hamo BOymoBy /I, IO3BONMWTH BiZOKpPEeMITIOBATH HOTO BiX
300paxkeHHs/kaapa 1B, mimicHicTe sKOTO TOpymIeHa He Oyna (YacTHHU
HE3allOBHEHOTO KOHTeWHepa), mpu mpoMmy BimmosimHo no CHB-mimxomy
Taka NMPUHINIIOBA MOXKIIMBICTE MOXe OyTH e(heKTHBHO peanizoBaHa i y pasi
mauoi TICIIK.

OnmHak panst po3poOKHM  BIAMOBIZHOTO CTETaHOAHAIITUYHOTO METOIY
HEOOXiTHO OTpHUMAaTH KUIBbKICHI TIOKa3HUKM  TOPYIICHHS JIHIHHOCTI
yacrocti CHB, 1110 € 0710010 3 33124 poOOTH.

3ayBakuMo, 110, BpaXxOBYIOUH HecTiikicTh LSB-metomy 70 Oymb-sKuX
aTak TPOTH BOYZIOBAaHOTO IIOBIJIOMJICHHS, 30KpeMa JO aTaKh CTHCKOM,
OJIepKyBaHI CTEraHONOBiAOMIICHHS OynyTh 30epiratucs y Qopmarax 0e3
BTpAT, IPU LIbOMY KOHTEIHEpH MOXYTh OYTH sIK y (pOopMarti 3 BTpaTaMH, TaK
iy ¢popmari 6e3 BTpar, mo moTpedye OKpEMOTo TOCIIIKCHHS.

4.2. KinbKicHi noka3HMKM NOpPYLIEeHHs JiHiliHOCTI YacTocTi
CHHI'YJISIPHOTO BEKTOpa
SIK MOXIMBI KINBKICHI ITOKa3HUKH TOPYIICHHS IIHIHHOCTI YacTOCTi

CHB mns xanpy LIB/L[3 po3riisiHeMo HACTYITHI:

- (S0 | @

L:riniaxfr(i)—l(i)- (4)

Posrnsaemo mokaszHuku (3) ta (4) mia okpemux L[3 (xampi LIB)
3aJIeKHO BiJl TOT'O, OPUTIHAIEHUM 200 HEOPUTIHAIEHUM € KOHTCHT (YacTHHA
KOHTeWHepa/9acTHHA CTETaHOIIOBIMOMIICHHA), Bix (opMaTy KoOHTEHTY (i3
BTparamu, 6e3 BTpar), Bix Benmunau [ICIIK.

Buxonsun 3 BUILEHABEACHOI0, TEOPETHYHO MPHUPOJHUM IOKA3HUKOM
MOPYIIeHHS IUTICHOCTI KOHTeHTy Oynae 30impmeHHs gk (3), Tak i (4),
MOpiBHAHO 3 opuriHaneHUM [[3/kagpoM opwuriHagpHOTO Bimeo, IO
30epirarotbes y hopmari 6e3 BTpaT (30epekeHHs 3 BTpaTaMHu PO3TIISIIA€THCS
Sk 30ypHa nis), 3a OyAb-fKMX 3MiH, Yy TOMYy 4YHCIl B pe3yJbTaTi
CTETaHOIICPETBOPEHHSI.
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B
Puc.1. Imocmpayis ainivinocmi wacmocmi CHB ons opueinanvnozo L3 ma it
NOpYUieHHs )y pasi cme2aHono8ioomienHa: a — opuzinaivhe L{3; 6 — epagiku
QyuKryii fr(i) i ii ninitnol npoxcumayii I(i) oA opueinanvrozo 1{3; 6 —
epaghixu Qynxyii fr(i) i I(i) ona [{3-cmezanonogioomnenns,
cpopmosarnozo LSB-memooom 3 IICITK=0.5 6im/nixcens

AJle Ha TPaKTHII TYT MOXJIMBI JIEsIKi «BUHATKN»: MoKa3HUKHU (3) 1 (4)
X04 1 BBEIEHI IPUPOJHMM 4YHHOM, OJHAK, Ha JKaJlb, SK IOKa3ye
00YNCITIOBAILHUN ~ €KCIIEPUMEHT, He 3a0e3MedyloTh MOBHOK  Miporo
MOJKJIMBICTh BIJJOKPEMHTH OpPHWTiHANBbHUN KOHTEHT (okpeme 113, oxpemuii
kazap LIB) Bix Takoro, HIICHICTD SKOTO MOPYIIEHA, 3 YpaXyBaHHSM JIMIIE 1X
YHUCJIOBUX 3HAYEHb, X0Ya TAKE BIJOKPEMJICHHS HE BHUKIUKA€ NMHUTaHb IPU

eKcriepTusi 6e3nocepenHbo rpadikiB GyHKIiH fr(i) i |(i), JIe OUEBUIHUM

€ mopyuieHns JiHiitHOCcTI yacrocti CHB, mio npoimtoctpoBano (puc.2) mis
113, mpeacrasiaenoro Ha puc.l(a), s sikoro P =531 L =35, npu Tomy, 5K
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sl 30ypeHux cTucHeHHsM [I3 1i mokasHMKH MOXYTb OyTH MEHIIUMH
(puc.2). OpmHak, SIK TMOKa3ye OOYMCIIOBAJbHUI EKCIEPHMEHT, KiJIbKICTh
TaKUX KOHTEHTIB (0kpeMux Kazapis LIB, okpemux 113 B mocmigoBHOCTI), 1i1s
SIKMX 30UTBIICHHS TMOKa3HUKIB (3), (4) mpW MOPYUICHHSAX IUIICHOCTI HE
BiZOYBa€THCs, HEBENMUKA — MEHIIE 7% TpH pi3HMX 30ypHHX IisX, a y pasi
creraHonepeTBopeHHss LSB-MeTom0M BOHM MPaKTUYHO BiACYTHI. 3 OTISALY
Ha 1ie mapamerpu (3), (4) BUKOPHUCTOBYIOTBCSA Nali UL KiTBKICHOI OLIHKA
mopymieHHs JiHiHOCTI 9actocti CHB.

Posrnsinemo 3nauenHs napamerpiB (3), (4) ans opuriHambHux 13 B
dopmari 6e3 Brpar (st BusHauenocti — Tif). 3 ormsamy Ha xapaktepHi

ocoOmMBOCTI  PyHKIIT fr('
BHU3HAYCHHS) OYEBHIHO, IO i Oyne-skoro 113/kanpa LB, y Tomy umcmi

) (BiACYTHICTP MOHOTOHHOCTI Ha o00macTi

. P+0,L=0
OpHUI'1HAaJIbHOT'O, 3HAYCHHA .
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B
Puc.2. Tpaghixu ynxyiii fr(i) i 1(i) ona 13, wo sasnano cmuck 3
empamamu: a — QF=85 (P =496, L =33); 6 — QF=75 (P =441, L =41);
6—QF=65 (P =440,L=43); e— QF=55 (P =431, L=37)
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B pe3ynbraTi 004MCITIOBAILHOTO €KCIIEPUMEHTY, B SIKOMY OYJIO 3a/1iHO
monan 600 113 3 6asu img_Nikon_D70s (n=800) [17] BcTaHOBj€HO, 110
Cepe/IHE 3HAYCHHS MOKa3HUKa P, 110 Jali no3HayaeThes P, , BU3HAYAEThCS

ak P, =549.82, a aHaJIOTIYHE 3HAYECHHS L, Aus MOKa3sHHKaA L mopiBHIOE

3497. Ha ocHOBi mmx 300paxkeHs Oymn cdopMoBaHi Trpymnu
creranomoBigomieds Metogom LSB-matching 3 IICIIK=0.1, 0.25, 0.5, 1
Oir/mikcenb. st KOXKHOI 3 OTPUMAHKX Ipynn BusHavanues P, L, (puc.3).

I'padikm 3anexxHOCTI P..L, Bix Benmmunan [ICITK moBomsThECA BiAIOBiAHO
O TEOPETUYHUX OUIKyBaHb, MOHOTOHHO 3pOCTAl0YM: 31 30LTBIICHHAM
ICIIK — cunum 30ypHOi aii Ha opuriHanbHe 13 30iMpIIy€eTHCS peakiis fl’(i),
[0 BUPa)XaeThCsl B 30UIBIICHHI BIAMIHHOCTI 3HAYCHBb fl’(i) BiJ 3HAYeHb

BIINOBITHOI JiHIHHOI ampokcumanii. Ockinbku ctuck L3 3 Brparamu €
JIOMIATKOBOIO JI0 CTEraHOTEePETBOPEHHsI 30YPHOIO €0 HAa OpHIriHAIbHHIMA
KOHTe#Hep 06e3 BTpaT, TO IPU BUKOPUCTAHHI B SKOCTI KOHTEHHEPa KOHTEHTY

y ¢opmari 3 BTpaTaMu OYEBUIHUM € 301TbIICHHS BiIMIHHOCTI Pa , La IS

CTETaHOIOBITIOMJICHb BiJ] 3HAYCHb IUX K€ MapaMeTpiB Ui OPUTiHAIBHUX
13, mo 3HainuIo cBOE BimoOpakeHHS Ha puc.3. Buxomsum 3 oTpuMaHuX
EKCIIEPMMEHTAILHUX Pe3yJIbTaTiB, 3HaueHHs P, , L, 3Ha4HO BiJIPI3HAIOTHCS

JUIA TOCTiMoBHOCTEH opuriHansHux 1[3 Big mocmigoBHocte#t 113, mio
MPEICTABIISIOTH 3 ce0e CTeraHonoBigoMIeHHs, chopmosani LSB-matching 3
HACTYITHUM 30epexeHHsM B (opmari 0e3 BTpar, Mpo HEOOXiTHICTh 4Oro
Oyno 3ramaHo Buiie. Ll BIAMIHHICTH Mae MicClle HE3aJICXKHO BiJ| TOTrO, B
skoMy (opmari Qirypye KoHTeliHep — 3 BTpaTamu 4u 0e3 Brpat. TyT myxe
BaXJIMBOIO € sfBHA KIJIbKICHA BiAMIiHHICTH P,,L, npu mamiit T[ICITK=0.1

OiT/miKcenb, MO0 € TEOPETHYHO OYiKyBaHUM HACIIJIKOM YyTIMBOCTI
niniiiHocTi yactocti CHB opurinanbHOro KOHTeHTY 0e3 BTpar a0 30ypHHX
niii. BpaxoByrouu, 10 BiAMiHHOCTI mapameTpis P, i L, s opuriHanbHux

1 HEOpUTiHAILHUX KOHTEHTIB MOpPIBHAHHI MK coboro (mpu ITCIIK=0.1
Oir/mikcens 11t P, 30inbuenHs npu BOyxosi JAI ckmano 11.5%, mns L, -
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12.6%), i mojanbIIuX AOCTIKEHb MPUHAHITO PIIICHHS 3aJIUIIUTU JIAIIE
OJIUH 13 IBOX PO3MITHYTHX NapaMeTpiB, a came (4).
L

P;x 800

850

800

750

700

B50

600

5501

L L L L L L L L L o1 02 03 04 0s 06 07 08 09 1
01 02 03 04 05 0B 07 08 09 1 TICTIK(GiT/miKcens)
TICTIK (BiT/miKCcens)

500
a

a §)

Puc.3. I'pagpixu sanesncnocmi P, , L, om IICIIK: I — o5 konmeiinepis 6

a Ll
Gopmami bez smpam; 2 — 011 KOHmeUHepis 6 popmami 3 empamamu (JPeg,
QF=85)

Cepenne 3nauenns L, Hece B co6i iHdopmawito mpo 3Ha4YeHHs BCiei

CYKYIHOCTI, JUIsl IKOT BOHO BH3HAUYA€ThCS, MPOTE AJIsl METH, MOCTABICHOT B
poboTi, 3 ypaxyBaHHSIM TOrO, [0 MPUA CTEraHOMEPETBOPCHHI
[IB/mocnigosHocti 113 mms BOyzoBu JII MOXKe BHKOPHCTOBYBATHCS HE
koxxeH kaap 1IB (we xoxwue I3 mocmizoBuocti) [13], BaXIMBOIO € TaKOX
iHpopMamis Tpo Te, HACKUTBKM 4acTo B mocmigoBHocTi 1I3/kanpis 1IB
MpUHMArOThCS OJHAKOBI/ONMM3BbKI 3HaueHHS L, ske 3 MOXIMBHX 3HAYCHB
nmpuiiMaeThcss  Haldacrime. Jmsg  oTpuMmaHHA — Takoi  iH(popmamii
CKOPHCTaEMOCS TicTorpaMaMH 3HaueHb L, OTpuMaHuX A7l OKpEeMHX KaJpiB
1B un oxpemux L3 mociimoBHOCTI. BUX0OIs9u 3 TEOpETHYHNX TEpEIyMOB

(CHB-nigxix) Ta pe3symbTaTiB, o cTocyloThca L., Moxkna mpumyctutn,

a
1o ricrorpamu 3Ha4eHb L jist koHTeliHepa - opuriHaibHOi (B hopmari Oe3
BTpaT) mochigoBHOCTI kaapiB 1IB abo 113 Ta ans creraHOMOBiAOMIICHHS -
HEOPHTiHAJIBHOI TOCHiJOBHOCTI, IO € pe3yiabTaroM BOymoBu JII B
KOHTEHHep, SIKICHO BiAPI3HATUMYTHCS OJIHA BiJl 1HIIOI:

—ricrorpama Iy mmst mocmizoBHoCTi Kaapis/I3 cTeraHOMOBIIOMICHHS

npu Oynb-sikiii [ICTIK Oynme 3cyHyTta BmpaBo B3moBxk oci OL BigHOCHO
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ricrorpamu 'y ams opurinamsHoi mocmizoBHOCTI (THM Oimbie, HHM
6inbure [1CIIK);

— MOaH m(l"S ) m(l"o) ricrorpam I’y i Iy Bimmosigmo OyayTs
TIOB’5I3aHi CIiBBIHOIICHHSM:

m(rs ) > m(Fo) : ®)

—i3 spocrammsam IICIIK Bigmimmicte (5) Mk m(Ig) m(fg) Oyze
301NbITyBaTHCS 9€pPE3 3pOCTaHHA m(T )-

Bci TeopeTnyHi 04iKyBaHHS 3HAMIUIM CBOE MiATBEPXKCHHS Ha MPAKTHII
(puc.4). Hna po3poOKH CTETAaHOAHANITHYHOTO METOAY HEOOXiTHO
BCTAHOBUTH KUJIBKICHI BIAMIHHOCTI JUIS m(g), m(To)-

Haituacrime Ha mpakTwii Mpu BUKOPUCTAaHHI B IKOCTi KoHTelHepa 1B
abo mocmimoBHocTi L[3 BOymoBa /Il BimOyBaetbes B okpemi kampw/I[3 3
ueaMminHoo [ICTIK.

Tomi, oTpuMyrOUYM BIAMOBiXHI TicTOrpaMH, MOXXHAa HE TIJIBKH
BimokpemutH opuriHansHe 1B Bix Takoro, sike Hece B co0i mpuxoBany /I, a
it ouninutu [1CIIK, BuKOpHCTOBYIOUH Oe3mOcepe/iHe 3HAYCHHS MOAH (puC.4),
10 € HAPSAMOM HOJAJIBINOI POOOTH aBTOPIB.

Ane sxuro TICTIK i 3miHroBasiacs min yac BOymoByBanus [l Bix kagpy
10 Kajpy, 1e, BpaxoByroun ocHoBd CHB-mimxomy, He 3aBauTh BUSBUTH
¢dakt HasBHOCTI [II 3a 3HAYCHHSIM MOJU BIAMOBIAHOI TICTOrpaMH, IO
UTFOCTPYIOTh Pe3yibTaTH, MPEACTaBICH] Ha prc.5(a), 1e MoJaa JOpiBHIOE 43,
TOJI SIK JUI OPUTiHAJBHOI MOCTiMOBHOCTI Kaapis/L[3 me 3HadeHHs Habarato
MeHIne (puc.4(a)).

Haii0inpmr 4acTo Ha TIpakTHIi SK KOHTCHHED BHKOPHCTOBYETHCS
[B/mocnimoBHicte 113 y dopmari 3 BTpatamm, ski micias BOymosm I
30epiraroTbes y gopmari 0e3 BTpaT, BpaxoByIOUH HeCTiikicTs meToxy LSB
110 OyIlb-SIKUX aTak MPOTH BOYIOBAHOTO MTOBIJOMIICHHS.

Y mpoMy BHIAJKy BiIIMIHHICTR y MOJAax TicTOrpaM 3HadeHb L s
MIEPBUHHOI OpHWriHaidbHOI mocmigoBHOCTI (y dopmari 6e3 BTpaT) i
CTETaHOTOBIIOMJICHHS, TOOY/TOBAaHOTO HA OCHOBI KOHTEITHEpa, OTPHMAaHOI0
nepe30epekeHHIM IIEPBUHHOI IOCIIIOBHOCTI y opMaT i3 BTpaTamu, Oyxae
111€ OYEBUAHIIINM.
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Kimekaers 13
woow e
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Kinekicts I3

Kinexicts I3
KimekicTs IT3

L
45 50 55 60

r pis
Puc.4. I'icmoepamu 3nauensv L: a — 013 konmetinepa, wjo € nociiooeHicmio
500 opuzinanvnux 1{3 6 popmami Tif; 6, 6, 2, 0 - o151 cmezanonosioomaens,
cpopmosanux memooom LSB 3 [ICIIK=0.1, 0.25, 0.5, 1 6im/nixcenv
8i0N08i0HO

CropaBnai, came OTpHUMaHHS KOHTeWHepa y ¢opmari i3 BTpaTaMH BXKe
nopymuth JiHiAHICTE dactocti CHB II3/kagpa [IB  mepBuHHOT

MOCHiTOBHOCTI (puc.6 (mopiBH. 3 puc.4(a))), a cTeraHONEPETBOPEHHSI JIUTIIE
MIOCYJIHTS TIeH BIACTYM BiJ JiHIHHOCTI (puc.7).
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Kinekicts 113

Kinekicts I3

0 L
P | ) LI ) M 8% 60 B 70 75

a 6
Puc.5. I'icmoepama 3nauens L oxpemux [[3 0ns cmeaanonogioomnenns,
cpopmosanoco memooom LSB (TICIIK npuiimana pizi 3nHauerusi st pisHux
13: 0.1, 0.25, 0.5, 1 6im/nixcensv), ompumarno2o Ha OCHO8I KonmeliHepa, ujo
€ nocnidosuicmio 3 400 L3 6 popmami: a — Tif; 6 — Ipeg (QF=85)
Hpu 3mini TICIIK Bix kampy 1o Kaapy 3Hagxa mepeBara m(I's) B
mopiHsiHHi 3 m([p) HE BHKIMKAaE 0OpOOIeM y  BUSBJICHHI

creraHomnoBimoMieHHs (puc.5(0)).

I
5

2

2

@
2

=
&

Kunekiets I3
S ®
Kimbkicte (peitvis [[B

70 20 50

Puc.6. I'icmoepama 3nauens L: a - ons nocriooenocmi gionogionux 113 ¢
gopmami Jpeg (QF e {55,65,75,85}); 6 — os1 L{B 6 hopmami Mpeg4

Heo0xiHO BiA3HAYUTH, IO Y BUIIAAKY, KOJH KOHTEHHED SBIISE COOOI0
L[IB/nocninosuicTs L[3 y dopmari 3 BTparamMu, HEMOXKIIMBO CUCTEMATHIHO
OLIIHIOBATH 33 3HAYCHHSIM m(rs) BenmunHy [ICIIK HaBiTh y TOMY BUNIAZKY,

KOJIA BOHA HE 3MIHIOETBCS BiJl KQJIPY A0 KaJpy.
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Kuskicts 113
Kinekicts 113
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Kimekicts 113
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Puc.7. I'icmoepamu 3nauens L okpemux 13 ons cmezanonogioomnenns,
cghopmosanoeo nHa ocrHosi Konmetinepa, wo € nocrioosnicmio 3 500 13 6
¢opmami Jpeg (QF=85) memooom LSB 3 IICIIK: a — 0.1 6im/nixcens,; 6 —
0.25 6im/nixcenn; 6 — 0.5 6im/nixcenn; 2 — 1 6im/nikcens

Le e HacmigkoM «HaKJIaJaHHS» IBOX 30ypHHUX i HA OpPWUTiHAJIHHUN
KOHTEHT y (opmati Oe3 BTpatr: CTHCHEHHs i creraHomeperBopeHHs LSB-
METOJOM. IXHiif BIUIMB Ha CHMHTYIApHi Tpiliku (o.ui,vi) (1) marpumi F
BiZIOYBa€ThCSI HE3aJEKHO OJMH BiJl OJHOTO, JECh NOCHIIOIOYH, a JeCh
3MEHIIYIOYM BIUIMBU OJWH OJHOTO, pe3yJbTaTOM 4YOro 1 MoOxe OyTu
HEMOHOTOHHICTB 3pOCTaHHA m(Ig ), IO CIOCTEPIracThCs HAa PHUC.7, X04a IS

nepeBakHoi Ounbmmrocti po3rmsHytux LBy ¢opmari i3 Brparamu
MOHOTOHHE 3POCTaHHS m(rs) 31 3pocranssm [1CIIK Bce s Taku mano Micie
(pe3ynbTaTl  EKCIIEPUMEHTY  HaBEACHI  HWXKYE). 3ayBaXHMO, IO
HE3BAXAIOYM Ha Te, MI0 OUIBIIICTF OTPUMAHMX BHIIE pE3yIbTaTiB
IIPOAEMOHCTPOBAHO Ha mociigoBHOCTX L3, B cuimy posrnany aBropamu LB
AK CyKYITHOCTI OKpeMux KaapiB-113, a anamizy LIB sk mociimoBHOTO aHami3y
KaapiB, IIe HISK HE OOMEXye CHIIIBHOCTI MipKyBaHb Ta BHCHOBKIB,
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MiATBEPIXKCHHSAM YOT0 € Pe3yJbTaTH MPOBEACHUX CKCIICPUMEHTIB, JCSKi 3
SIKMX TPEJICTaBJICHI B Ta0I. 1.
Taoauna 1

Kinexicni mokasuuku 3HaueHb L, m(Ig) mpu pisEux 3HaueHHax IICIIK

(BOynosa /11 B koxxHuii kazap L[B)

LiB/mocninosuicts | INICIIK (6it/mikcens) | L m(]"S )
13
V1 (100 kaznpiB) 0.1 42.12 40
0.25 47.10 46
0.5 51.33 51
1 54.47 52
V2 (100 xazpiB) 0.1 41.61 41
0.25 45.84 47
0.5 50.50 50
1 54.36 54
V3 (100 xaznpiB) 0.1 40.42 41
0.25 44.72 47
0.5 50.27 51
1 56.90 54
V4 (325 xanpiB) 0.1 41.35 41
0.25 46.98 46
0.5 50.68 50
1 55.60 54
V5 (1000 xampis) | 0.1 57.24 56
0.25 62.74 61
0.5 64.66 63
1 66.04 65
11 (100 113) 0.1 50.46 57
0.25 52.64 60
0.5 54.94 58
1 56.36 57
12 (100 113) 0.1 39.37 41
0.25 43.05 42
0.5 46.95 48
1 51.01 54

V1-V4 —1IB (MPEG-4), otpumani MmoGinmsanM Teedornom Realme 7 pro
(64 MP, /1.8, 26mm (wide), 1/1.73", 0.8um, PDAF), V5 — 1IB (MPEG-4),
orpumane Bimeokameporo Canon PowerShot A520 — CCD, 4MP; 11
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(bopmat Jpeg (QF=85)), 12 (popmar Tif) — mocmimosrocti 113, me I2
MICTHTB 300paskeHHs 3 6a3u [17], a [1 oTpumana nepesdepexennsm 113 3 12
B (hopMaT 3 BTpaTami.
4.3. CteraHoaHaJiTHYHHUI MeTO/ Ta HOro aNropuTMiuHa peastizanis

BpaxoByroun, mo BIAacTHBOCTI BiAgmoBimHumx miBux i mpaBux CHB
matputi F I13/kagpa [IB B mexxax CHB-migxony skicHO He BiAPI3HAIOTHCS,
a KUTBKICHO € TIOpiBHAHHHMH, Yy 3aIpOIIOHOBAaHOMY METOJi aHATi3yIOTHCS
TipKH JiBi Jexcukorpadiuao momatHi CHB.Ha ocHOBI oTpumaHmX
pe3yJIbTaTiB OCHOBHI KPOKH CTETAHOAHATITHYHOIO METOMY Ui CKCIICPTH3H
B, mo wmictute N xkazapis, abo mnocmigoBuocti N I3, dopmanbHo
30epexeHux y Gpopmati 0e3 BTpaT, BUMNIAAAI0Th HACTYITHUM YHHOM.

Kpoxk 1. JIns xoxuoro 3 N kaapiB 1[B/koxHoro 1[3 mociinoBHOCTI 3

marpuuero F;, J =1 N, posmipom nxn:
1.1. TToGymyBaT HOpMallbHE CHHTYIISIPHE po3kiaganas (1).

1.2. Busnauntn yactocTi (2) koxHoro niBoro CHB uj, i :l,_n , MaTpHIIi

F; xanpa [IB/113 nocxizosHoCTi.

1.3. [lobynysary ¢dyHKIiIO fr(i), i =1,n, sanexnocri wacrocti CHB
U; Big foro Homepy i.

1.4. IToOynyBaTH JiHiitHY anpOKCUMALIi0 |(i) Juist pyHKIT fl’(i).

1.5. BusnaunTu 3HaueHHs L s Fj - L(Fj) (4).

Kpok 2. Buznauntu
1 N
La = 2. L(F;)-
j=1

Kpox 3. TToGyysaTu ricrorpamy 1 3nauens L(Fj ), j=1,N .
Kpok 4. Buznauntu Mony m(F) OTpHUMaHO{ Ha IOTNEepeHbOMY KPOL

ricrorpamu I
Kpox 5. Axwo
(MT)<Ty)&(Lg <T2),
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ne T,, T, - moporosi 3HaueHHs, OTPHMaHi EKCIICPHMEHTAIIBHO,

mo 11B/mocninoBHicts 113 He Mictuts /1
inaxwe 11B/ mocninoBHICTh L[3 € cTeraHoOmoBiTOMIICHHSIM.

ANTOPUTMIYHINA peani3amii MeTOqy BIATIOBIAAIOTH HACTYIHI 3HAYCHHS
napamerpis: N=800, T, =35, T, =36.5.

EdexTuBHICTE PO3pOOIICHOTO METOAY OIIHIOBANACA 3a JOIIOMOTOIO

CTaHAApPTHOTO /IS TaKWX 3ajad Mapamerpa — TOYHOCTI BHSBJICHHS
nopyenns uixicnocti [18] (accuracy (4CC)):
ACC=(TP+TN)/(TP+FN +TN + FP), (6)
ae TP (True Positive) —  KiJgbKiCTh NPAaBUIBHO  BUSIBICHUX
creranonoBigomiiedb; TN (True Negative) — KUIBKICTh NPaBHIBHO

BusiBIieHUX KoHTeitHepiB; FP (False Positive) — kinbkicTs KOHTEHHEPIB, 1110
MIOMUJIKOBO BHM3HAYeHi sIK creraHonosizomieHHs (nomunku 11 pony); FN
(False Negative) - kinbKiCTh MPOMYIIEHUX CTEraHOMOBIAOMIECHD (IIOMHIKA
I pomy). Jnsa omiHkn eQpeKTHBHOCTI  aNrOpUTMIYHOI  peaiizawii
PO3pOOJEHOTO  CTEraHOQHAJNITUYHOIO  METoAy  Oylno  MpOBENECHO
00YHCTIOBAILHUI eKCliepuMeHT. B ekcmepumeHTi Oyio 3amistHo 35
koHTeliHepiB — LIB Ta mocmimoBHOcTe# 113, kimbkicTh kaapis/L[3 y skux
oyma Big 100 mo 1000 omwaums. LB Oymm oTpuMaHi KidbKOMa
Bigeokamepamu (Olympus SP-820 — CMOS, 14MP; Nikon COOLPIX P100
— CMOS, 10MP; Canon PowerShot A520 — CCD, 4MP; Bineokamepoit
MobinsHOTO Tenedony Realme 7 pro (64 MP, /1.8, 26mm (wide), 1/1.73",
0.8um, PDAF)). Tlocmigouocti 113 B opmarti 6e3 BTpaT KOMITAHYBaIUCS
3o06pakendssimu 3 6asu img_Nikon_D70s [18], mepe3bepexeHHAM SKHX B
¢dopmar Jpeg 3 QF e{55,65,75,85} oTpuMyBaJIMCsl mociigoBHocTi L3 B
¢dbopmari 3 BrpaTamu. J[JIS KOKHOTO 3 ONHMCAHUX 35 KOHTEHTIB OyiH
copmoBani creranomnoBigomiaersst Mmetogom LSB-matching, ne ITCITK mst
kanpy LIB/II3 mnocaigoBHo Opamacs 0.1, 0.25, 0.5, 1 O6it/mikcens.
Boymosa JII mnposommmacs y 100, 80, 60, 40% xampiz I[IB/113
MOCTiTOBHOCTI. TakuM YHHOM, 3arajbHa KUTBKICTh CTETaHONOBiJOMJICHB
ckinana 560. Pe3ynpratu omiHKM €(EKTHBHOCTI METOAY 3 BUKOPHUCTAHHIM
mokasHuKa (6), M0 BKIIOYAIOTH MOPIBHAHHSA 3 aHaioroM [13], HaBeneHi B
Ta6:1.2,3. SIk BUIUIMBAE 3 HaBEAEGHUX pe3yJbTaTiB (Tabn.2), po3pobieHunit
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MeTon 3a0e3nedye BUCOKY e(eKTUBHICTh 32 yMOB BOynoBH /{1 y KoxkeH Kaap
1IB, mo3Bomstroun migBUIUTH If0 edexkTuBHIcTh Ha 1.5% mpu I[TCITIK=0.1
6it/mikcens. [lpu 11boMy npH TeCTyBaHHI pO3pOOJICHOTO METOLy HOMUJIIKH 1
pomy BHUSBIEHI He Oynm, IO € HOro 3HAYHOIO TepeBaroi0 IOPIiBHIHO 3
anayoramu [5,13].

Tabauns 2

Pesymbratn TOPIBHAMBHOTO aHali3y e(eKTUBHOCTI, IO BHU3HAYAETHCS
nokazaukoM ACC (%), po3pobienoro metony npu BOymoBi [l y Bci kampu
1IB/113 mociigoBHOCTI

Merton TICIIK (6it/nikcens)
1 0.5 0.25 0.1
3anponoHoBaHUH 98.86 98.86 98.86 98.86
METOJ
Meron [13] 99.95 99.91 99.88 97.44
Tabauus 3

PesynpTaTH MOPIBHSUIBHOTO aHaNi3y e(QEKTHBHOCTI, IO BH3HAYAETHCS
nokasHukoM ACC (%), po3poOneHoro MeTomy 3alie’)KHO BiA KIIBKOCTI
kajpiB 1B, 3aisHUX B MpoLECi CTEraHONEPETBOPEHHS

TICIIK Kinbkicts kaapis L[B, 3aaisHuX B 1polieci creranonepeTBopeHHs (%)

(6ir/ 80 60 40

miKkeenb)  M\eron Po3po6- Merton Po3p06- Merton Po3po6-
[13] neHuit [13] neHuit [13] JIeHui

METOJ MeTOJ METOJ

0.5 100 98.86 99.78 98.86 100 98.86

0.25 100 98.86 100 98.86 99.26 96.00

0.1 93.81 98.86 92.76 98.86 79.74 91.43

UyTnuBicTh BIACTUBOCTI JiHiiHOCTI wactocti CHB nmanma mMoxiauBicTh
oTpUMaTu JUIA PO3POOIIEHOTO CTETAaHOAHAIITHYHOTO METONY BEIHKHHA
BHTpAll B C€QEKTHBHOCTI MOpiBHAHO 3 aHamoramu mnpu Mamiid [ICIIK:
MakcuMalbHO TokasHuK ACC minBuineHuit Ha 11.69% B yMoBax KiNBKOCTI
kazapis LIB, 3anistaux B mporeci creraHoneperBoperHs, 40% (Tadin.3).

3ayearncennn 1. OgHUM 3 HAHNPIOPUTETHIMIMX HANPSMKIB 3aXUCTy
iHpopmanii ChOrOAHI € BHUSBICHHS Oynp-SKHX TOPYIIEHb MiTICHOCTI
muppoBUX  KOHTEHTiB.  MaTeMaTHdHa  OCHOBa  3alPOIIOHOBAHOIO
creraHoa”aniTiaHoro mMerony (CHB-mingxia) poOUTh HOTO MEepCHeKTHBHUM
JUTS BUSIBIICHHSI pe3yiIbTaTiB mopymeHHs miicHocTi L[B/mocnizosHocTi 113,
mo  BigOymocs  mpum  30ypHid  mii, sAKa  BigPI3HAETBCS  Bif
creraHornepeTBopeHHs. lle BinOyBaeThCsl 4yepe3 BCTAHOBIICHY YYyTIMBICTBH
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niHiftHOCTI yactocti CHB no moBinebHux 30ypHux niii [15]. TlpakTuaanM
MiATBEPIXKCHHSAM 3pOOJICHUX BUCHOBKIB € PE3YJbTaTH OOYHCIIOBAILHOTO
eKCIICpUMEHTY, e Oynu 3ajisHi mociimoBHOCTI 1I3, B pe3ynbTati sIKOTO
BCTaHOBJICHO, III0 TIPU TaKUX 30ypHUX TisiX, K HAKIAJaHHA Pi3SHOMaHITHUX
UIyMiB, a came: TayCCIBCHKOrO IMIyMy 3 HYJbOBUM MaTeMaTHYHHM
ouikyamHaM 1 D e{0.010.01 0.001,0.0001 0.00001}, MyJIBTHILTIKATHBHOTO

mymy 3 De{0.001 0,000 0.00001}, TMyaccOHIBCHKOTO IIyMy 3HA4CHHS

napamerpa ACC Oyno Guu3bkuM 10 99%, npu bOMY Ba)KJIMBO 3a3HAYNTH,
mo eQEeKTUBHICTh 3aIPONOHOBAHOTO METONYy HE 3HIKYEThCSI B YMOBax
HaBiTh 30BCIM He3Ha4HHWX 30ypHuMX niii. Tak B yMOBax HaKJIaIaHHS
raycciBcpkoro mymy 3 D =0.00001He3HauHi 3MiHU (He Oinbplne, HiX Ha 5
rpajamiii  scKpaBoCTi) 3a3HatoTh Juiie 11-26% mikcenis 113; mis
MYJIBTHIDTIKATHBHOTO IIYMY 3 D = 0.00001 3MiHH SICKPaBOCTI Tikceneit (4-
47% 3aranpHOI KUIBKOCTI MIKCENiB) BiOYyBarOThCs Jinine Ha 1-2 rpagarii.
IopyimieHHs  MUTICHOCTI, IO  BigOyBayjiocs  IIISIXOM — HAaKJIaJaHHS
raycciBChbKOro ImyMy 3 D =0.0000015 (3MiHa Ha 1-2 rpajaiiii sSiCKpaBOCTi
mume  3.8-5.6% 3arampHOT  KinmbKocTi mikcemB 1[3) mpm3Bemo 1o
ACC=85.2%. Jlna imoctpamii CIPOMOXHOCTI pPO3poOJIeHOro Merona B
yMoBax 30ypHHMX [iif, 10 BiApIi3HsIOTBCS Big pe3yibrariB  LSB-
NIepETBOPEHHS, HAKJIaJaHHs Pi3HOMaHITHUX IIyMiB OOpaHO HE BUIIAIKOBO,
OCKIJIbKH BUSIBJICHHS LIIYMIB € BKpail akTyaJbHOIO 33/1a4€l0 3 ypaxXyBaHHIM
TOTO, IO Pe3yJbTaT OyIb-sK0i 30ypHOI Aii 3arajioM MoXe pO3IIIAaTHCS SIK
HakJIagaHHA Jeskoro mymy [19,20]; kpiM Toro, ImyM dacTo
BUKOPHCTOBYETHCS U MACKyBaHHs KJIOHYBaHHS, CTETaHOTIEPETBOPEHHS.

3aysancenna 2. Buxopuctanas CHB-miaxony € mepcnekTHBHEM i B TOMY
BUNAJKYy, KOJIM 30ypHi Aii 3aCTOCOBYIOThCS JHIIE 0 AEAKOi 3B’ A3HOL
yacturu 113. Takuit cioci6 3minm 13 € akryansHUM, 30KkpeMa Ipu BOYHOBI
uU(pPOBOro BOASHOTO 3HAKy, SKHH MOXE pO3TAIIOBYBAaTHUCS B JICSKil
MOPIBHSAHO HE3HA4HiH o6sacTi 300pakeHHs. Bukopuctanus CHB-migxomy
TyT TmoTpedye pPO3OMBKM MATpHIi JOCHIJKyBAaHOTO KOHTEHTYy Ha
HerepeciuHi M>M _Gnoku,  mo3Bomse  «rpy6o»  JOKajlizyBaTu
HeopurinaneHy obnacts L[3/kanpy LB (puc.8). EdextuBHicTh Ta TOUHICTH
JoKamizalii HeopuriHajapHOi oOnacTi TyT Oyzae 3amexaTd BiJl TOTO,
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HACKUIbKK PO3MIpH 3MiHEHOI 00iacTi OyayTh BIAPI3HATHCA Bia po3Mipy
0JI0KiB IIpH PO30MBILI MaTpPUIll KOHTEHTY. MakcuManbHa e() eKTUBHICTh Oyze
JIOCSITATHCS y BUIA/KY HOPIBHSHHOCTI JIIHIMHUX pO3MIipiB 3MiHEHOI 00nacTi
3 M; miniManbHA eQeKTUBHICTH Oy/e BiNMOBIMATH BUMANKY, KOJH JiHIHHI
po3mipu OynyTh 3HAUHO MeHIUME M .

a §)

M= 1 300

J\L&WWMwWW@ WW*‘WWMZJ‘;';M“E

;N

o 100 200 300 o0 500 BO0 700 B00
5] 100 200 300 400 500 00 700 800 Homep CHB

T
Howmep CHB

B r
Puc.8. Inocmpayis diezoamuocmi CHB-nioxody npu usaenenni 10Ka bHux
nopyuiens yinicnocmi: a — L3, yinicnicmo K020 nopyuiena 10KanbHoO
WAXOM HAKIAOAHHS 2AYCCIBCLKO20 ULYMY 3 HYIbOBUM MAMEMAMUYHUM
ouixysannsam i D=0.0001 na obracms, wo oomesicena uepsoHuUM
npAMOKYmuuxom,; 6 — yacmuna I3, ons sxoi 3apixcoeano nopyuienms

ainitinocmi yacmocmi CHB; 6 — munosuti epagix yuxyii fl’(i) onsl
nidoonacmi {3, yinicnicmo sKoi He nopyuiena; e - 2pagix Qynxyii fr(i)

ons nidobaacmi 113 (puc.8(6)), yinicuicms saxoi nopyuiena

BceraHoBieHHs KibKICHUX 3HA4€Hb L€l BiIMIHHOCTI B MEXaxX aJarnTaril
pPO3pOOICHOTO METOAY Ui BHSBIICHHS JIOKAILHUX IMOPYIICHb IITICHOCTI
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uu(poBUX KOHTEHTIB — 3ajadya, Ha SIKy CIPSIMOBaHI 3yCHJUII aBTOPIB B
JaHui 4Jac.

3ayearycennn 3. JlokambHi mopymieHHs niricHocti L[3 MoXyTh
BiIOyBaTHCS IIISXOM 3aCTOCYBaHHSA TaKMX IHCTPYMEHTIB, K KJIOHYBAaHHS
[21] um doromonrak [22]. BpaxoByrouW, M0 Ha TMPAKTHI [PH
BUKOpUCTaHHI g 3miEn 13 3ramaHux mporpaMHUX 1HCTPYMEHTIB
HEOOXigHOI0 € JoAaTkoBa OOpoOka 300pakeHHS M «ajamTariii»
YyXKEpiAHUX YacTHH B HOBUX U HUX 001acTsaX 300pakeHHs ((DimpTparis,
PO3MUTTS, PO3MUTTS IO KOHTYPY KIJIOHY, JiHIl 3’ €JHaHHA YacTHH pi3Hux L3
npu (OTOMOHTaXI, KOPEKLii KOIbOpYy, SICKPABOCTI TOLIO), & TAKOX Te, LI0
npu  (OTOMOHTaXI YacTo BiJOYBAa€ThCS BHUKOPUCTAHHS 300payKeHb, IO
MaroTh pi3Hi Qopmaru 30epexxeHHst (3/6e3 BTpaT), 3acTOCYBaHHs
3alpPONIOHOBAHOTO  METOLY TYT  JIO3BOJIUTH  BHSIBJIATH  pPE3yJbTaTH
MOPYIICHHS IUTICHOCTI. AJle SKIIO 3rajaHi JIOKabHI MOpYIICHHS OyIyTh
BiIOyBaTHCsA 3 BHKOPUCTaHHSAM 4YaCTHH Jimie opuriHameHux L3, TO
3aCTOCYBAHHS 3aI[POIIOHOBAHOTO METOY MOXKE BUSBUTUCS HEC(EKTHBHHIM.

5. BUCHOBKH
VY po6oTi BHpimIEHO BaXXJIMBY HAYKOBO-TIPAKTHYHY 3a/1a4y IIiIBHUIICHHS

e(eKTUBHOCTI BUSBIICHHS CTETaHOTpaidHOrO KaHAIy 3B'SI3KY y BHUIIAJKY,
KOJIA B SIKOCTI KOHTeifHepa BUKOpHcTOBYyeThes LB, mocmizoBHicts 113. Ha
6a3i CHB-minxoay po3po0ieHo epeKTHBHUIN CTeraHOAHATITHYHHA METO.
JUIsl BusiBIeHHs1 pe3yibrariB BOynosu JI B LIB/mocninoBnicte 113 LSB-
METOJIOM, OCHOBOKO SIKOIO € 4YyTJIHUBICTH JiHidHOCTI yactocti CHB 10
30ypHHUX Aid. Y X071 po3poOKu OyJid BCTAHOBIICHI KUIbKICHI BiJMIHHOCTI
xapakTtepucTuk  (yHKIiI  3amexxHocti  wactocti CHB  marpwi
300pakeHHs/kaapy LB Bim Horo HOMepa It OpUTIHAIEHUX KOHTEHTIB i
CTETaHOIOBIJOMIICHb, IO OTpHMaHi 3a jgomomoroto LSB-meromy 3
BukopuctanHsaM pisHoi IICIIK. Sk Taki XapakTepHCTHKH B pe3yibTari
0OIpyHTOBaHOTO BHOOpY BHCTYNWIM: CepeHE 3HA4YEHHsS IO BCiX KaJpax
[B/ycim 113 mocmigoBHOCTI MaKCUMAaJbHOTO BIIXWJICHHS (DYHKII fr(i),

mo Bm3Ha4dae yacticte CHB 3anexHo Bim #Horo HOMepa, Bix ii JiHiHHOI
ampoKcHMallii, a TakoX MOJIa TiCTOrpaMU MaKCUMAIbHUX BiIXWICHb fr(i)

BiJ JiHIHHOI ampokcuMaIlii, OTpUMaHUX U1 KOXHOTO Kanpy LIB/koskHOTrO
113 mocnigoBHOCTI. BeTaHOBIIEHI KibKICHI BIAMIHHOCTI Jall MOYJIMBICTH
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pO3pOOKKM  aNrOpUTMIYHOI  peamizamii  3ampONOHOBAHOTO  METO.NY,
edexTuBHIcTb siKOi y pasi Manoi [ICCK nepeBuiye edpexTHBHICTH aHajora,
[0 BHU3HAuYa€Thcs 3a jgomomorow mapamerpa ACC, mnpu I1IbOMY
MakcumanbpHe 30impmenHs Bimnoimae [ICCK=0.1 Oit/mikcens 3a yMOB
kimpKkocTi kanpiB 1IB, 3amisHux B mpomeci creraHomeperBopenHs, 40% i
ckimanae Outpme 11%, 1m0 € OCHOBHUM NMPAaKTHYHUM 3HAYCHHSIM PE3yNbTaTiB
poboTH 1 € OCHOBHHM ITOKa3HHUKOM IiJBHIICHHSA €(QEKTHBHOCTI
creradoananizy LB, mocmimoBHocTi 113 B mimomy. B mammii wac 3ycwmiis
ABTOPIB CIPSIMOBaHI Ha aJamlTallil0 PO3pPOOJCHOI0 METOAy OO0 POoOOTH B
yMoBax Mmaioi kijpkocTi kanapis LIB, 113 B nmocmigoBrocti (10 i MeHIe), ae
3HUXKYETbCA  1HQOPMATHBHICTH  TiCTOrpaM, 0  PO3TJISAAIOTHCS.
MareMaTHyHI OCHOBU 3alPOIIOHOBAHOIO METOAY JAalTh IPUHIIMIIOBY
MOJKJIMBICTh BUKOPHUCTOBYBATH HOTO HE TUIBKH SK CTETAHOAHATITUYHUHN JJIS
BusiBIcHHS LSB-BKIaneHp, ane i K 3aralbHAN CKCIEPTHHH METOX MiCIIs
MIEBHOI ajamnTamii Ui1 BUSBJICHHS NMOPYIIEeHB IimicHocTi [[B/mocminoBHOCTI
I3 B ymoBax 30ypHHX Hifi, 30KpeMa HE3HaYHUX, IO BiIpi3HSIOTHECS BiX
CTETaHONIEPETBOPEHHS, M0 € aKTyaJbHOIO CyYacHOIO MPOOJIEMOI0 B Tay3i
3axucTy iH(pOopMaIIii.
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Abstract. Steganography currently remains one of the most rapidly and effectively developing
areas of information security. It leads to an increase in the relevance of steganalysis to avoid the
negative consequences of covert communication for the purpose of illegal actions. Preference
in the organization of a covert communication channel today is given to digital video. However,
modern video steganalysis is behind the required level, particularly in conditions of low
capacity of the covert channel. This paper is dedicated to developing a new effective
steganalysis method for detecting embedded additional information in digital video (a sequence
of digital images) by one of the most common steganographic methods today, which is the LSB
method. The developed method is based on the sensitivity of linearity of singular vectors
frequency in the corresponding original content matrices to disturbing influences. The authors
determined this property in previous works. The current work established qualitative and
quantitative differences between the properties of function, which represents the dependency of
the singular vector frequency in the image/video frame matrix on its number for original
contents and steganographic messages, which made it possible to develop an algorithmic
implementation of the proposed method. The efficiency of this implementation in the case of a
low capacity of a covert communication channel (<0.25 bit/pixel), including at a low frame
embedding rate (<50%), exceeds the efficiency of analogues, which made it possible to
increase the efficiency of steganalysis of digital video (sequence of digital images) as a whole.
It is shown that the proposed method, after certain adaptation, can be used as a general expert
method for detecting violations of the integrity of digital video/sequence of digital images
under conditions of disturbing actions, in particular minor ones, which differ from
steganomorphism.

Keywords: digital video, digital image, LSB method, steganalysis, covert channel capacity.
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Abstract. The chapter is devoted to the realization of the data mining approach related to the
metadata of astronomical files from the big archives. Each astronomical file has the commonly
defined structure, which contains the especial format of the metadata. Such metadata contain
the necessary astronomical information, which is required for the proper storing, data mining,
processing, analyzing under research. This realization was implemented as tool called
“Telescope” using the C# programming language, .NET platform, Windows Forms technology
and equipped with the MDB database file for Microsoft Access DBMS. The tool has two modes:
console mode for the automated integration with the processing pipelines and mode with a
graphical user interface (GUI) for the visualization of processing and the additional useful
features. The Telescope tool was designed for mining the big astronomical data from the
different archives, parsing the metadata from each astronomical file, and collecting it with the
further insertion into the database. Such parsed data were used for the different purposes of the
astronomical image processing and machine vision. The Telescope tool was developed during
research under the CoLiTec project and was tested with the astronomical files from several
archives on the different observatories. Also, the Telescope tool was successfully implemented
and installed on the astronomical image processing pipelines in such observatories.

Keywords: data mining, big data, metadata, database, dataflow, image processing, machine
vision, CoLiTec

1. Introduction

Almost all astronomical frames are made by the CCD-camera [1] and can
be received from the different sources: archives, servers, predefined series of
frames, Virtual Observatories [2], clusters, etc. Each software for preparing
the astronomical frames creates them as digital files in the FITS (Flexible
Image Transport System) format [3]. This format is a digital files format for
storing and transferring of their image and metadata (spreadsheets). Metadata
is a kind of data, which provides the information about other data, except the
original data content. There are a lot of different types of metadata, as
following [4]: « Descriptive metadata is an information about the resource,
which is used for identification and includes the elements, like author, title,
abstract, and keywords. « Structural metadata is an information about the
data containers and how the objects are collected. It includes the elements,
like relationships, versions, types, etc. « Administrative metadata is an
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information for managing resources (creation date, edition date,
permissions, etc.). « Reference metadata is an information about the static
data, references to them, and contents. < Statistical metadata is an
information about the processes for collection, producing, and publishing
the statistical data. < Legal metadata is a legal information about the
copyright, creator, and licensing.

The main purpose of metadata is to provide an information about the
different aspects of original data and to summarize a basic information about
it, which make tracking and processing it easier. The examples of metadata
are as following: time and date of data creation, its meaning and purpose,
creator or author, location, file size, used standards, sources, quality, etc. For
example, the digital image includes the metadata, which describes image
size, its color depth, resolution, creation time and date, exposure time, etc. A
metadata of the text document includes an information about author,
processing time of document, short summary, etc. The web pages include
metadata, which describes a description of page content, and keywords
linked to it. In astronomy metadata is used for the different image
processing and machine vision purposes [5], like analyzing, acquiring, pre-
processing, processing, and extraction of high-dimensional astronomical
information [6]. Such purposes are focused on but not limited to the
following tasks: filtering [7], brightness equalization [8] and background
alignment [9], object’s images detection [10], moving objects detection [11],
astrometry of object’s image [12], photometry of object’s image [13], the
estimation of the object’s image and motion parameters [14], reference
objects cataloging [15], objects recognition [16], matched filtration [17],
time series analysis [18], Wavelet coherence analysis [19] and others. There
are different types of astrophysical objects that can be recognized and
detected, like galaxies, stars, robots [20, 21], drones [22], rockets, satellites
[23], and even comets or asteroids [24]. Along with the software processing
pipeline the data pipeline, known as a dataflow, is also performed. And
when the processing is performed with the big astronomical data along with
the metadata, the data mining approach is very useful [25]. The data mining
is an analysis step of the "knowledge discovery in databases" (KDD)
process [26]. The data mining carries out about the useful information
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extracting using the intelligent methods from a data set of metadata to
transform it according to the required contracts and protocols and prepare
for the further usage in the processing pipeline [27]. In this chapter we
presented a description of the astronomical metadata from the real examples
of CCD-images [28], usage in the data mining approach from the big
archives, and its implementation as a developed Telescope tool, which is
designed for mining the big astronomical data from the different archives,
parsing the metadata from each astronomical file, and collecting it with the
further insertion into the database. We selected one of the astronomical
scientific software based on such processing pipeline, described the
implementation of data mining purposes related to the astronomical
processing metadata during invocation the image processing pipeline and its
implementation in the developed Telescope tool. It is specially designed as a
part of the CoLiTec project [29] for working with a big number of
astronomical metadata that are used by the different mathematical and
processing modules and components. Thus, the main aim of this chapter is
the development and research of the helpful tool for the astronomical
metadata mining. The rest of this chapter is organized as follows. Section 2
presents details about the big astronomical metadata. In section 3, the
authors discuss in detail the processing pipeline of the selected scientific
astronomical software called “CoLiTec”. In section 4, the authors discuss in
detail the developed Telescope tool for mining the big astronomical data
from the different storages and archives, parsing the metadata from each
astronomical file, and collecting it with the further insertion into the
database. Section 5 outlines the real astronomical examples and successful
implementation of the mentioned helpful tool. The chapter ends with a
conclusion in section 6 and acknowledgements in section 7.
2. Big astronomical metadata

Such a big volume of observational and historical astronomical
information requires a lot of free storage space in hard disks, servers,
clusters, etc. All this astronomical data can’t be collected on one single
server, which will be universal and public for the scientific society. So, the
disturbed systems, online catalogs with public access, cloud technologies
should be used to resolve this complicated issue of storing astronomical
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information. The Virtual Observatory (VO) concept becomes more and
more popular and important in astronomy, as a platform for easy access to
the astronomical information stored in the different digital catalogs,
archives, and servers [30]. The International Virtual Observatory Alliance
(IVOA) has provided the different VO’s standards and protocols for the
realization and development of the VO. Also, IVOA has prepared special
methods and algorithms for data interoperability. On a regular basis, the
IVOA organizes the needed collaboration between the scientific society,
information providers, and researchers. There are a lot of astronomical
scientific programs, communities, and data centers that create and maintain
the different image archives, catalogs with common astronomical
information for KDD processing and data mining. For example, the
SIMBAD database contains scientific data about more than 3 million
astronomical objects [31]. It is based on the identifiers of 7.5 million
astronomical objects. The SIMBAD database is continuously updated by the
collaborative effort between all astronomical communities. The DAME
(DAta Mining & Exploration) research contains a set of various web
services that perform a scientific analysis of a big volume of astronomical
information [32]. The KDD, data mining, and machine vision tasks for data
analysis, gathering, cross-matching [33] and visualization from the big
astronomical catalogs become more and more difficult. Because such big
catalogs contain billions of astronomical objects and are continuously
updated with new scientific data from fresh massive data sets, such as WISE
(Wide-field Infrared Survey Explorer) [34], 2MASS (Two Micron All Sky
Survey) [35], ESA Euclid space mission [36], ESA GAIA (Global
Astrometric Interferometer for Astrophysics) space mission [37].
Collaboration of the new surveys projects and development of the new
networks of the automated ground-based or space-based observational
systems equipped with different large CCD cameras with a wide field of
view (FOV) lead to a fast growth of the scientific information. Some of
them are Large Synoptic Survey Telescope (LSST) [38], Pan-STARRS
(Panoramic Survey Telescope and Rapid Response System) [39], and Thirty
Meter Telescope (TMT) [40]. For example, the Pan-STARRS currently
consists of two 1.8-m aperture telescopes (see Fig. 1). Each such telescope

139



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

has a FOV of 3 square angular degrees and is equipped with the largest in
the world CCD camera, which produces ~1.400 million pixels per
astronomical image. And each such image requires ~2 Gb of free disk
storage and the exposure time of one shot can be up to one minute.

Al
Fig. 1. Panoramic Survey Telescope and Rapid Response System
The time for saving such astronomical images to disk storage is about

one minute or even more. Totally, more than 10 Tb of scientific information
is obtained every observational night and such data are taken as an online
stream on a continuous basis. The LSST is currently under development. It
is a reflecting telescope with an 8.4 meters primary mirror, which is a part of
a wide-field survey. The design of each telescope includes 3 mirrors. Both
have a very wide FOV of 3.5 square angular degrees. The resolution of the
equipped CCD camera is 3.2 Gpixel (see Fig. 2). In the future LSST plans to
take astronomical images every few nights by observing the whole sky. In
such case, according to the planned LSST productivity, there will be more
than 200 thousand uncompressed astronomical images per year, which will
be more than 1.3 petabytes of scientific information. It will be a big
challenge for LSST to manage the data mine, and processing of such big
astronomical data in an effective way. The approximate requirements for
servers and clusters for LSST are about 100 Tflops of power and about 15
Pb of disk storage. The TMT is currently under development. It will be an
extremely large telescope (ELT), which is equipped with the segmented
Ritchey-Chrétien telescope with a 492-segment primary mirror with a
diameter of 30 meters (see Fig. 3).
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b

Fig. 3. Thirty Meter Telescope

The secondary mirror of TMT will have a diameter of 3.1 meters. The
design of such telescope is adapted for the near-ultraviolet to mid-infrared
(0.31 to 28 um wavelengths) observations. Also, it will help in correcting
image blur because of the adaptive optics. The TMT will be at the highest
altitude of all the proposed ELTs, and it is supported on the government
level by several nations. In the future TMT plans to collect each night about
90 Tb of the scientific astronomical data. There are a lot more such big
telescopes, which produce a big volume of very huge astronomical images,
like the Very Large Telescope (VLT) [41], the Canada-France-Hawaii
Telescope (CFHT) in Hawaii, which is equipped with the MegaCam camera
with a resolution of 16000 x 16000 (32 bits per pixel) [42]. The Sloan
Digital Sky Survey (SDSS) is the most successful sky survey in
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astronomical history. The SDSS includes the most detailed Universe 3D
maps with deep multi-color images of the third part of the whole sky, and
spectra for more than 3 million astronomical objects [43]. So, in multi-
directional astronomy the main goal is to collect and merge such big
scientific data and astronomical information received from the big
telescopes and surveys for further processing, which uses different
technologies for data mining, machine vision, short time series analysis, and
even Wavelet coherence analysis with the possibility of the further
forecasting [44]. Almost all astronomical frames have a FITS format with
standardized file structure and extension. In the common case the
astronomical file extensions are: *.fits, *.FITS, *.fts, *.FTS, *fit, *.FIT.
Such FITS format is commonly used for the transformation, transferring,
and archiving of astronomical data. The FITS format was developed by
National Aeronautics and Space Administration (NASA) and is accepted as
an international astronomical standard and is used by many astronomical
and scientific organizations, like International Astronomical Union
(IAU) [45], and other national and international organizations that deal with
the astronomy or related scientific fields. The FITS format is commonly
used for the storing the data without the image, like spectrums, photons list,
data cubes or even structured data, such as databases with multiple tables.
The FITS format includes many provisions to describe the photometric and
spatial calibration, as well as image metadata. The structure of the FITS file
consists of a header with metadata and a binary image. The header size is
2880 bytes and contain the list of human readable metadata in fixed string
form of 80 symbols. Each string is an ASCII [46] stroke, which contains the
pair with key and value, and have the common form: “KEYNAME = value /
comment string”. Each header block should end with the especial key
“END” with the empty value. The example of a header with metadata of the
real astronomical FITS file is presented in Fig. 4. There are the minimum
list of the required keywords to make the header and the whole FITS file
valid. They are: “SIMPLE” (file conforms to FITS standard); “BITPIX”
bitrade of FITS file, bits per pixel); “NAXIS” (number of axes); “NAXIS1”
(number of points along axe 1); “NAXIS2” (number of points along axe 2);
“END”.
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BITPIX = 16 /8 unsigned int, 16 & 32 int, -32 & -64 real
NEXIS = 2 /number of axes
NAXIS1 = 512 /fastest changing axis
NAXIS2 = 512 /next to fastest changing axis
BSCALE = 1.0000000000000000 /physical = BZERO + BSCALE*array value
BZERO = 32768.000000000000 /physical = BZERO + BSCALE*array value
DATE-OBS= '2017-03-30T21:39:16"' /YYYY-MM-DDThh:mm:ss observation start, UT
EXPTIME = 6€0.000000000000000 /Exposure time in seconds
EXPOSURE= €0.000000000000000 /Exposure time in seconds
SET-TEMP= -40.000000000000000 /CCD temperature setpoint in C
CCD-TEMP= -40.062500000000000 /CCD temperature at start of exposure in C
XPIXSZ = 48.000000000000000 /Pixel Width in microns (after binning}
YPIXSZ = 48.000000000000000 /Pixel Height in microns (after binning)
XBINNING= 2 /Binning factor in width
YBINNING= 2 /Binning factor in height
XORGSUBF= 0 /Subframe X position in binned pixels
YORGSUBF= 0 /Subframe Y position in binned pixels
READOUTM= '1 MPPS v/ Readout mode of image
FILTER = 'V o Filter used when taking image
IMAGETYP= 'Light Frame' / Type of image
OBJECT = 'DO Dra °*
OBJCTRA = '11 43 38' / Nominal Right Ascension of center of image
OBJCTDEC= '+71 41 20' / Nominal Declination of center of image
OBJCTALT= ' 67.3413' / Nominal altitude of center of image
OBJCTAZ = ' 0.2784' / Nominal azimuth of center of image
OBJCTHA = ' -0.0226"' / Nominal hour angle of center of image
SITELAT = '48 56 06' / Latitude of the imaging location
SITELONG= '22 16 27' / Longitude of the imaging location
JD = 2457843.4022685187 /Julian Date at start of exposure
JD-HELIO= 2457843.4039910869 /Heliocentric Julian Date at exposure midpoint
ATIRMASS = 1.0833536254388081 /Relative optical path length through atmosphere
FOCALLEN= 9000.0000000000000 /Focal length of telescope in mm
APTDIZ = 1000.0000000000000 /Aperture diameter of telescope in mm

APTARER = 777544.20340061188 /Aperture area of telescope in mm"2
SWCREATE= 'MaxIm DL Version 5.12' /Name of software that created the image
SBSTDVER= 'SBFITSEXT Version 1.0' /Version of SBFITSEXT standard in effect

TELESCOP= 'VNT v/ telescope used to acquire this image
INSTRUME= 'FLI s instrument or camera used
OBSERVER= 'DFV '
NOTES =i Y
FLIPSTAT= ' '
SWOWNER = 'Amigo RS Licensed owner of software
END
Fig. 4. The example of a header with metadata of the real astronomical
FITS file

3. Processing pipeline in the CoLiTec software
For our research we have selected astronomical scientific software for

detection of the moving objects in a series of CCD-frames called “CoLiTec”
(Collection Light Technology), which implements the image processing
pipeline. Such software performs almost all astronomical image processing
tasks, like filtering [47], brightness equalization [48], background
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alignment, image stacking/segmentation [49], object detection, motion
detection [14], object astrometry [50], object photometry [8], object’s image
and motion parameters estimation [51], machine (computer) vision [52] of
the reference objects to be cataloged [15], object recognition [53], time
series analysis [18], Wavelet coherence analysis [54], machine learning
recognition [16] and others. The modern CoLiTec software was developed
using different technologies and approaches for big data processing, data
mining, and machine vision. In the astronomy direction, the CoLiTec
software is designed to perform the following main stages of machine vision
and image processing: pre-processing (astronomical data collection -> worst
data rejection -> useful data extraction -> classification -> clustering ->
background alignment -> brightness equalization), processing (recognition
patterns applying -> machine vision -> object’s image detection ->
astrometry -> photometry -> tracks detection), knowledge extraction
(astronomical objects to be discovered, tracks parameters for the
investigation, light curves of the variable stars). More features of the
CoL.iTec software are detailed described below [29]:

— processing images with the very wide FOV (<10 degrees?);

—calibration and cosmetic correction in automated mode using the
appropriate calibration master frames and their creation if necessary;

—brightness equalization and background alignment of the images in
series using the mathematical inverse median filter;

—rejection of the bad and unclear observations and measurements of the
investigated astronomical objects in automated mode;

—fully automatic robust algorithm of the astrometric and photometric
reduction of the investigated astronomical objects;

—detection of the faint investigated astronomical moving objects in a
series of CCD images with a signal-to-noise ratio (SNR) of more than 2.5 in
automated mode;

—detection of the very fast investigated astronomical objects (<40.0
pix./frame) in automated mode;

—detection of the astronomical objects with near-zero apparent motion
(from 0.7 pix./frame) in automated mode;

—rejection of the investigated astronomical objects with bad and
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corrupted measurements in automated mode;

—viewer of the processing results with simple and understandable
graphical user interface (GUI) by the LookSky software;

—confirmation of the most interesting astronomical objects at the night
of their preliminary discovery;

—multi-threaded processing support;

—multi-cores systems support;

—support of managing the individual threads and processes;

—processing pipeline managed by the On-line Data Analysis System
(OLDAS);

—deciding system of the processing results, which allows to adapt the
end-user settings and inform the user about the processing results at each
stage in the pipeline;

—subject mediator as a major part of the data control in the pipeline
during processing.
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Fig. 5. The high level processing pipeline of the CoLiTec software
CoLiTec software realizes the different knowledge discovery in
databases and data mining approaches, like pre-processing, clustering,
classification, identification, processing, summarization.
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CoLiTec software is a very complex astronomical system for the big
data sets processing, which includes the different features, user-friendly
tools for the processing management, results reviewing, integration with
online astronomical catalogs and a lot of computational components and
modules that are based on the developed mathematical methods [10, 14, 51].

The high level processing pipeline with the developed modules and
implemented methods of the CoLiTec software is presented in Fig. 5.

4. Metadata mining by the Telescope tool
Under the research in scope of the CoLiTec project [29] we have

developed the Telescope tool for mining the big astronomical data from the
different storages and archives, parsing the metadata from each astronomical
file, and collecting it with the further insertion into the database. Parsed data
were used for the different purposes of astronomical image processing and
machine vision. The Telescope tool realized the different data mining tasks,
like receiving, storing, selecting, preprocessing, transforming, useful data
extraction, classification, and knowledge discovery in databases (KDD)
[27].

As a database the developers have selected a MDB database file as a
native format for the Microsoft Access DBMS with “.mdb” extension [55].
There are different fields located in several tables of the MDB database file
in the Telescope tool that represent the necessary for research metadata of
the astronomical file. The list of such fields with their description and types
including the system fields are presented in Table 1. The following stack of
technologies were used for the software development: C# programming
language, .NET platform, Windows Forms technology and MDB database
file for Microsoft Access database management system (DBMS). The
Windows Forms (WinForms) is an open-source and free graphical library,
which is in scope of the Microsoft .NET Framework [56] and play the role
as a platform for developing the client applications for desktop, laptop, and
tablet PCs.

The Telescope tool has two different modes: console mode for the silent
automated integration with the image processing pipelines and mode with a
graphical user interface (GUI) for the visualization of processing and the
additional useful features. The console mode of the Telescope tool is
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designed for the integration with processing pipeline as a precondition step
for searching, collecting, and parsing the astronomical metadata from the
files in archives.

Table 2
Metadata in header of the FITS file
Field Type Description
FitCode Long Text Unigue code of each FITS file
FitName Short Text Name of FITS file on storage
FitPath Short Text Full path to FITS file on storage
RA Number Right ascension of frame center
DE Number Declination of frame center
Date Date Date of observation
Time Time Time of observation
Exp Number Exposure time
BitPix Number Pixel bit rate
Height Number Height of frame
Width Number Width of frame
PixHeight Number Height of pixel
PixWidth Number Width of pixel
Focus Number Focal length of telescope
Apertrure Number Aperture size of telescope
Temp Number Temperature of CCD-camera
Long Number Longitude of telescope
Lat Number Latitude of telescope
Alt Number Altitude of telescope
Instrum Short Text Instrument name
Telescope Short Text Telescope name
Observer Short Text Observer name
Obj Short Text Investigated object name

The Telescope tool in console mode can be launched in the Windows
Command Prompt using the following list of the implemented commands
for: showing help information with all available commands (“help”); adding
the new astronomical FITS file with metadata to be parsed and inserted into
the database (“add [PathToFile.fits]”); adding the new already parsed
astronomical metadata from the text file into the database (“add
[PathToFile.txt]”); searching for the metadata by the different optional
criteria in the database (“find [Observer] [Telescope] [RA] [DE] [Date]
[Time] [PathToFile.txt]”); searching for the metadata in a range by the
especial criteria in the database (“find [RAfrom] [RAto] [DEfrom] [DEto]
[PathToFile.txt]”); exporting the MDB database file to the user’s local
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folder (“export [PathToFolder]”); importing the MDB database file from the
user’s local folder (“import [PathToDBFile.mdb]”).

The mode with GUI of the Telescope tool is designed for the
independent big astronomical metadata preparation. The processing pipeline
includes the following steps:

—selecting the work folder including subfolders with the different
astronomical FITS files (see Fig. 6);

—recurrency searching for the astronomical FITS files according to the
extensions in the work folder and forming the results list (see Fig. 7 (left));

—parsing the astronomical FITS files from the results list, extracting the
metadata and insertion it into the MDB database file (see Fig. 7 (right));

—exporting/importing the MDB database file;

—logging the searching, parsing process, error handling;

—finding the different astronomical metadata in the MDB database file
and forming the results list (see Fig. 8 (left));

—converting from arcseconds (angular hours / minutes / seconds) to
decimal (2), (3) and vice (4), (5) (see Fig. 8 (right)).

Work folder configuration X

Work folder:  D:\llmages\20220715\SURVEY01 Lt Change folder...

SURVEY01/MosaicA MosaicA/ZONEDO1
SURVEY01/MosaicB ' Subfolders | | MosaicA/ZONE002
MosaicA/ZONED03

MosaicA/ZONEDD4

MosaicA/ZONEDDS

Add MosaicB/ZONE0OO1

MosaicB/ZONED02

MosaicB/ZONED03

MosaicB/ZONEDO4

Remove MosaicB/ZONED0S

OK

Fig.6. “Work folder configuration” window in the Telescope tool
In general, positional coordinates of objects can be of two types: decimal

Cartesian (x and y) in the image plane and stellar (right ascension RA and
declination DE) as angular coordinates in the sky.
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Fig. 7. The “Search/Parse” page with the list of results in the
Telescope tool during searching procedure (left) and during parsing
procedure (right)
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Telescope tool
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So, to use the appropriate type of positional coordinates, the following
mutual recalculation can be used:

Xy = (( %+RAM:|,-‘6{]) +RAH)* 15 )
DE

Ya = (( =5+ DEM) ;50) + DEpg; (3)
(int}%

RAwRAMIRAS =1 (int)(x, — RAx) = 60 (’ 4)

(xd - RAH — RA]\.;) + 60

(int)y,

DEH: DE]!,I:DE_:; = {i?lt}(}’d — DE‘H} # 60 ’ (5)

(v4 — DEy — DEy) * 60
where d is a decimal value;
H are the angular hours;
M are the angular minutes;
S are the angular seconds.

— displaying all available astronomical metadata in the MDB database
file according to the results list (see Fig. 9);
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mical metadata in the dat
in the Telescope tool

The relationships between tables and fields in the Microsoft Access

solution of the MDB database file integrated into the Telescope tool is

presented in Fig. 10. The example of the filled “Fits” table in the MDB

Q015es |11

Fuig. 9. Astrono

150



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

database file integrated into the Telescope tool with the real astronomical
data is presented in Fig. 11.
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Fits Fit_Code
Fitcode = PMAC =3
Fithame _l—; ® Fitcode
DE
_Date
Time
Exp
BitPix
Height
width
PixHeight
PixWidth

Focus
Aperture
Temp
Long
Lat

Al Path_Configurati...
Instrum 2T A
Telescop — B onac
Observer

workdir

obj storeddir

Path

Fig. 10. Relationships between tables and fields in the in the Microsoft
Access solution integrated into the Telescope tool

Width - Pi

Fig. 11. Astronomical metadata in the database according to the results list
in the Telescope tool

Each value from metadata in header of the FITS file found by the
Telescope tool was successfully parsed and filled into the appropriate field
in the “Fits” table in the MDB database file for further using and processing.

All interactions between such a database file and the Telescope tool are
realized by using the structured query language (SQL) as a programming
language for storing and processing information in a relational database. The
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Telescope tool implements the following algorithm for astronomical
metadata mining.

1. Selecting the work folder including subfolders with the different
astronomical FITS or TXT files.

2. Database import from the pre-filled MDB database file, which was
previously exported from the last session.

3. Recurrency searching for the astronomical FITS or TXT files
according to the extensions in the work folder.

4. Getting access to the astronomical FITS or TXT files (in case when
location of big astronomical data is in the different remote/web archives)
and download them.

5. Reading the astronomical FITS or TXT files (for FITS files splitting
for two parts: header with astronomical information and body with image
bytes).

6. Parsing the astronomical FITS or TXT files.

7. Astronomical data receiving from the astronomical FITS or TXT
files (for FITS files from header).

8. Astronomical data converting using the different mathematical
methods (e.g., positional coordinates conversion).

9. Astronomical data  structurization according to the
patterns/classes/clusters based on the statistical modeling [57].

10. Metadata mining from the astronomical data structure according to
the appropriate parameters/fields/properties.

11.Filling in the appropriate fields and tables in database using the
metadata.

12. Database export to the MDB database file (if needed).

The metadata mining algorithm implemented in the Telescope tool is
presented as UML-diagram in Fig. 12.

5. Practical implementation with the real astronomical examples
The Telescope tool in scope of the CoLiTec software were installed in

the different observatories (Mayaki Astronomical Observatory [58, 59],
ISON-NM and ISON-Kislovodsk observatories, Vihorlat Observatory [8,
48]), astronomical archives [2], and Ukrainian Virtual Observatory (UkrVO)
[30]. More detailed information about the observatories, telescopes
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equipped by the different CCD-cameras as well as their parameters are
provided below. The Mayaki observing station of "Astronomical
Observatory" Research Institute of I. I. Mechnikov Odessa National
University has the 0.48 m AZT-3 telescope — reflector with focal length
2025 mm and CCD-camera Sony ICX429ALL (resolution 795x596).

@

Selecting
the work folder

Recurrent search Recurrent search
for FITS files for TXT files

[ FITS files reading ] { Database import ] [ TXT files reading ]

FITS files parsing ii TXT files parsing

Astronomical data

Astronomical data

converting

Astronomical data
structurization

Astronomical metadata

Filling in

the database tables

Astronomical metadata
mining

[ Database export ] {

Fig. 12. Metadata mining algorithm implemented in the Telescope tool

The observatory "ISON-NM observatory” has the 0.4 m SANTEL-
400AN telescope with CCD-camera FLI ML09000-65 (3056x3056 pixels,
12 microns). The observatory "ISON-Kislovodsk" has the 19.2 cm wide-
field GENON (VT-78) telescope with CCD-camera FLI ML09000-65
(4008x%2672 pixels, 9 microns). The observatory "Vihorlat Observatory in
Humenne" has the Vihorlat National Telescope (VNT) — Kassegren
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telescope with 1 m main mirror with focal length 8925 mm and CCD-
camera FLI PL1001E (512x512 pixels). The Vihorlat Observatory also has
the Celestron C11 telescope — Schmidt-Cassegrain telescope with 28 cm
main mirror with focal length 3060 mm and CCD-camera G2-1600
(resolution 768x512 pixels). The data mining of astronomical metadata by
the Telescope tool was performed during the processing of up to 1 million
astronomical files both archived and original formed from the different
telescopes. Such set of data was processed by the Telescope tool based on
the metadata in their headers. An example of metadata mining of the of
astronomical files by the Telescope tool integrated into the processing
pipeline is presented in Fig. 13.

~ <> | B
‘ I \/ )
[ selection | Storing [ Data mining | [ Interpretation |

l I

L@ oe

|Cleaning\ Preprocessing Transformation

Fig. 13. Example of metadata mining of the of astronomical files by the
Telescope tool integrated into the processing pipeline
The received information was inserted into the database as a big data and

processed by the UkrVO, which also processed a lot of different big
astronomical archives both digital and even plates.

6. Conclusion
The Telescope tool with the realization of the data mining approach

related to the metadata of astronomical files from the big archives was
developed. The Telescope tool is implemented using the C# programming
language, .NET platform, Windows Forms technology and equipped with
the MDB database file for the Microsoft Access DBMS. The SQL was used
as a programming language for storing and processing information in a
relational database. The tool has two modes: console mode for the
automated integration with the processing pipelines and mode with a
graphical user interface (GUI) for the visualization of processing and the
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additional useful features. The Telescope tool was designed for mining the
big astronomical data from the different archives, parsing the metadata from
each astronomical file, and collecting it with the further insertion into the
database. Parsed data were used for the different purposes of astronomical
image processing and even for the Wavelet coherence analysis purposes.
The Telescope tool was also developed during research under the CoLiTec
project. It was tested with up to 1 million astronomical files from several
archives on the different observatories. Such archives included astronomical
files of different formats and types of metadata. All such metadata was
parsed and structured, which given us an opportunity to perform the proper
metadata mining. Such proper metadata was used in the further research and
calculations, where the measurements of each known objects are used to
clarify the typical form of image, its orbits, motion parameters and other
important astronomical properties on the long historical period. Also, the
Telescope tool was successfully implemented and installed on the
astronomical image processing pipelines in such observatories.
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Anomayia. I'nasa npucesauena peanizayii nioxoo0y iHmeneKmyaibHo20 — aHaNi3y OAHUX WOOO
MEemaoanux acmpoHOMIYHUX painie i3 eenuxux apxieie. Kooicen acmponomiunui ¢aiin mae
3a2aNbHONPUIHAMYCMPYKMYPY, AKa Micmums  cneyiaroHuil  gopmam memadanux. Taxi
MemaoaHi micmsams HeoOXIOHY ACMPOHOMIUHY H@OpMayito, AKa HeOOXIOHA 0N HANEHCHO2O
30epieanns, auanizy Oamux, oOpoOKu, amanisy nio uac oocnioxcenHs. Lln peanizayis 6yna
peanizoéana ax iHcmpymenm nio Hazeoio « Teneckony 3 UKOPUCMAHHAM MOBU NPOSPAMYBAHH
C#, nnamepopmu .NET, mexnonocii Windows Forms ma ocHawjena ¢haiinom b6asu danux MDB
onsn CYB/[ Microsoft Access. Incmpymenm mac 08a pedlcumi: pejcum KOHCONL Olsl
ABMOMAMU306aHOI iHme2payii 3 KOHeeEPam 0OPOOKU MA pedcum i3 pagiuHum inmepgeiicom
xkopucmysaua (GUI) ons  eizyanizayii 00pobku ma 000amKo8UX KOPUCHUX —YHKYIU.
Incmpymenm Telescope Oye pospobrenuil 0na UOOOYMKY BEIUKUX ACHPOHOMIYHUX OAHUX 3
PI3HUX apXiei6, AHANI3Y MEeMAOAHUX 3 KOJCHO20 ACMPOHOMIMHO20 ¢hailny ma 300py ix i3
nooanvuum 6cmagiennam y 6asy oanux. Taxi ananizogani 0ani UKOPUCOBYBATUCA OJIA PIZHUX
yineu 0OpOOKU ACMPOHOMIYHUX 300padxceHb | Mawiunnoz2o 30py. [nempymenm Telescope 6ys
pospobaenuti nid uac Odocnioxcenv 'y pamxax npoexmy CoLiTec i npomecmosanuii 3
acmpoHoMiYHUMU atiiamu 3 KITbKOX apxigie y pisnux obcepsamopiax. Takooic 6 maxux
obcepeamopisax OYI0 YCHIWHO BNPOBAONCEHO MA BCHIAHOBNIEHO HA KOHBEEPAX 0OPOOKU
acmponomiunux 306padsicens incmpymenm Telescope.

Knwuogi cnosa: inmenexmyanvhuii ananiz oanux, éenuxi oani, memaoani, 6aza 0anux, nOmix
danux, 0b6pobka 30opasxcens, mawuntne 6avenns, CoLiTec
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Aunomayia. Y pobomi 6usHaAuawmevcs ma posnsgdaromesCa  pe3yibmami  po3pooku ma

00CHIONHCEHHS cCUCmeMU agmoMamu3ayii npoyecie OYiHKu ma ananizy meKcmo8o2o KOHMeHny
Ha npuraadi Kiacuikayii mexcmosux cmametl 3 ypaxy8anHsM 3aCmoCy8aAH s PIHUX MemOoOi8
MawiunHo2o Haguauus. Hasedeno pesynemamu ananizy cneyugpiku ma npobiemamuxu
npeomemuoi eanysi, ocooaueocmi obpoOKU NPUPOOHOI MOBU, OOIPYHMOBAHO AKMYANbHICHb
3aCMOCy6aHHA  eleMenmie, Memooie ma 3acobie WMyuHO20 IHMeNeKmy, a MmaKodlc
iHmMeneKmyanbHo20 aHanizy OaHux O1s 3a80aHeb Kiacugixayii mexcmy. [Iposedeno 0b'ekmuo-
OpieHmosane MoOenB8ar s, NPOSPAMHO0 3a0e3neuenHs Ha Oasi eukopucmanus mosu UML na
npuknadi psady Oiaspam, onucawo cmpykmypy —cucmemu. Pozensnmymo  npoyedypu
nepedodOpoOKU ma ouuujeHHs Habopie OaHux O NPOBEOeHHS OOCHIONCEHHS, BUKOHAHO
yucenvHi OYIHKU MempuK OYIHKU MOYHOCMI Kiacu@ixayii 5 pisHUX ancopummis MaulunHO20
HAGUaHHA HA HABYANLHIL ma meKkcmogiu eubipkax. IIposedeno npoyedypu niobopy
einepnapamempie HabOibwl NiOX00AWOI 3 OMPUMAHUX MOOeNel 3 Memoio NiosuwjeHHs il
mounocmi Kiacugikayii.

Keywords: inmenexmyanvnuii ananiz oanux, kiacugikayis mexcmy, anaiiz mexcmy, o6pooka
NpUPOOHOI MOBU, PO3POOKA NPOSPAMHO20 3abe3neyents, seb-npospamysants Python

1. Beryn
Y 3B'I3Ky 3 NOCTIHHMM 3pOCTaHHSAM iH(GOPMAIIMHUX JDKepen Ta

TEXHIYHUX TPHUCTPOIB MIATPUMKH TNPOLECIB O3HAHOMIICHHS JIIOAWHH 3
[iKaBUMHU JaHUMU 3aBIaHHS €(PEKTHBHOTO aHAINI3y PI3HOPIIHUX TEKCTIB €
Ba)XJIMBUM TIPAKTUYHO B OYy/b-AKil Cy4acHIH raiy3i JFOJCHKOI AisIIbHOCTI,
Je HOoro ekcmepTHsa, JIOCBiJl Ta 3HAHHA MOXYTb OyTH BHKIAJCHI B
TekcToBOMY Burisai [1]. 3 4aciB BHHAXoay MHUCEMHOCTI OUTBINA YacTHHA
iHpopMmanii TpeacTaBleHa y BUIVLIII TEKCTIB TMPHUPOJHUMH MOBaMH.
3aBagKM  PO3BHUTKY iHGOPMAIifHMX TEXHONOTIH CTBOpeHO Oe3miu
MIPOTPaMHHUX JT0JIaTKiB, 610TI0TEK Ta TOMOMDKHUX TEXHIYHUX IHCTPYMEHTIB,
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32 JIONIOMOrOI0  SIKUX POOJSITBCS  CHpOOM  3IIMCHUTH  KOMILJIEKCHY
ABTOMATH3AIIi0 MPOIIECiB 0OPOOKH Ta aHANI3y TEKCTOBOI iH(popMartii [2].
[osiBa 1mmpokoro noctymy Ao IHTepHETY mpu3Bena 10 OypXJIMBOMY
3pOCTaHHIO OOCSTIB MOCTYNMHOI TEKCTOBOI iH(oOpMAIii, Mo y BiIKpUTOMY
JOCTYII, IO 3HAYHO MPUCKOPHIIO PO3BUTOK HAYKOBHX HAMPSAMIB y Taly3i
00po0KHM TeKcTy, BimoMux Ak natural language processing i computational
linguistics [3]. V pamkax mmx HampsMKiB po3poO0Je€HO Ta 3alpOTIOHOBAHO
JOCUTh BENUKY KUTBKICTh NMEPCIEKTHUBHHUX ifeld 3 aBTOMAaTHYHOI 0O0poOKH
TEKCTIB TNPUPONHOI0 MOBOIO, JesiKi 3 SIKUX BTUICHI B paMKax psjay
NPUKIAHUX CHUCTEM, y TOoMy uHciai KomepuiiHux. Cdepa nonarkis
KOMIT'FOTEPHOI JIHIBICTHKH TOCTIHHO PO3LIMPIOETHCS, 3'SBISIFOTHCS HOBI
3aBJaHHs, SKI YCIIIIHO BHPIIIYIOThCS, Yy TOMY YHCHI i3 3aJIyYeHHIM
pe3yiapTaTiB  CyMDKHHX HaykoBux obmacteit [4]. Haiibinem TicHO
KOMIT'IOTEpHA JIHTBICTHKa IOB'A3aHa 3 OOJACTIO IITYYHOTO IHTENEKTY, B
paMKax sIKOi po3poOIIAIOThCA MPOTPaMHI MOJIENI OKPEMHX 1HTEJICKTyaIbHHUX
¢yHKIid 3 00poOKM TekcToBUX HaHumxX [5]. Ha xamp, moteHmian
BHKOPHCTAHHS MOIOHMX 3ac00iB 1 CHCTEM HEJOCTAaTHBO YHIBEpCANBHUM, €
BY3bKO CIICIiaJTi30BAaHUM ITiJi KOHKPETHE 3aBIaHHS (PO3Ii3HABaHHS TEKCTY,
IepeBipKa MyHKTyallii, CHHTAKCHUCY, CTATHCTHYHI MiJPaXyHKH CHMBOIIB,
nepeBipka yHIKaJIbHOCTI Ta iH.) OUIbII OpieHTOBaHMH Ha OOpPOOKY, HIXK Ha
aHamiz gaHux [6]. He mnepenbaueHO MOXIJIMBOCTI BHOOpPY KOHKPETHOI'O
METO/ly 0OpOOKH 4M aHalli3y, JOCIHiKeHHS HOro eeKTUBHOCTI, 1, TOJIOBHE,
BHECEHHS MOIUQIKaliil y HOro CTPYKTypy 3 METO MiJBUINEHHS SKOCTI
fioro pobortu [7].V 3B'a3ky 3 nuM 3arajibHa eQEeKTUBHICTH 1 THYYKICTh €
JOCHUTh HU3BKOIO, 110 TIOB'SI3aHO I i 3 THM, 10 TIOBHOIIHHA aBTOMATH3aMlis
BCIX TpoIieciB OOpOOKM Ta aHANi3y JaHWX MOJIIMBA JIUINE MPH peaizamii
JIOTIKM PO3YMIHHS IPOTPaMHUM 3a0€3IEeYCHHSAM TEKCTY Ha PiBHI JIFOIWHH,
10 BUMAarae CTBOPEHHS OBHOLIIHHOTO IITYYHOT'O iHTEJIEKTY, 110 HE € MTOKH
10 MOXJIUBHUM 1 3[ifiICHEHHIM TEXHIYHO depe3 Opak 3HaHb MPO Crerudiky
mporiecy CHpHHHATTS iH(opmarii (30kpemMa, y TEKCTOBOMY BHIJISAI)
moauHoo [8]. Hes3Baxarounm Ha TEpPeTHH JOCHIKEHb Y Taly3i
KOMM'IOTEPHOI JIHIBICTHKH Ta IITYYHOTO 1HTENEKTY (IO TOB'S3aHO 3 THM,
IO MpPOLEC BOJIOMIHHS Ta BUKOPUCTAHHS MOBH JUIS CIIJIKYBaHHS Ta
nepenadi iHpoOpMaIii BiTHOCUTHCS N0 IHTEIEKTyadbHUX (yHKUIH JFOIUHN),
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iX ITBOBI 3aBJaHHS BiJIPI3HAIOTHCA. Y3arajibHEHE, KIIFOUOBE 3aBJIaHHS
KOMIT'IOTEPHOI JIIHTBICTUKM TMOJArae y po3poOli MeTojiB Ta 3aco0iB
NMOOYZOBH JIHI'BICTUYHHUX IIPOLECOPIB 3 aBTOMAaTHYHOI OOpPOOKHM TEKCTIiB
npupogHuMH MoBaMmH. LTydHWif iHTENEKT OULTBII HAIIIEHHI CTBOPEHHS
MPUKIIAJHAX TEXHIYHUX Ta iHOPMAmiHHUX CHUCTEM, 3MATHHX €(PEKTHBHO i
MakCHMalbHO TOYHO  BHUPIIIyBaTH  3aBJaHHA  HEOOUYHCIIOBAIBHOTO
XapakxTepy, BUKOHYBATH Iii, [0 BUMAraroTh YIOPSIKOBAHOI Ta OCMUCIEHOL
mepepoOku pizHOpigHOI iH(OpMaIii BemTUKUX 0OCATIB, IO € HE 3aBXKIU
JICTEpMIHOBAHOIO 1 TIEBHOIO, a TaKOX CKJIamHOW0 mia ¢dopmanizauii. B
JAHOMY pakKypci HaHOIBII JOUITBHAM € BHKOPHCTaHHS CYYacHHX
TEXHOJIOTiH MammHHOro HaBdaHHa (MH), 32 10IOMOro0 4oro € MOKJIMBUM
aBTOMATH3allisl aHaNi3y TEKCTy Ta BHUPIIICHHS NPUKIAJHUX 3aBJIaHb.
30KkpeMa, TEepCHeKTHBHUM IUIIXOM € 3aCTOCYBaHHS KOHTEHHepu3alis Ta
BUKOPHCTaHHS KOHBEEPHHX 3aco0iB PO3POOKM Mopenell IITYy4HOTO
inTenekty aust aHanizy tekcriB [9]. Kouseep MH nmomomarae cTBoproBaTy,
ONTUMI3yBaTH Ta aAMIHICTPYBaTH POOOUHIA MPOIIEC CTBOPEHHS MOJIEIICH, BiH
€ TIPOIIECOM JUTSl IPUCKOPEHHS, MOBTOPHOTO BUKOPUCTAHHS, YIPABIiHHA Ta
posropranns mozeneiit MH. Koreep MH € Hackpi3HOIO KOHCTPYKIIIETO, sIKa
OpraHisy€ MOTIK JaHWX B Moneib (a0o HaOIp 3 MEKUIBKOX MOENei) i
BUBECJICHHS 3 Hel, BK/IIOYAE BBEACHHS HEOOpPOOJCHUX MaHuX, (YHKIII,
BUXiMHI JaHi, MOJAeN Ta IX m[mapaMeTpd, a TaKoX BHUXIAHI JaHi
NPOTHO3yBaHHs. Y Ounblil ImMpokoMy ceHci koHBeep MH e crmocobom
cucreMaTH3alii Ta aBToMaTH3alil pobodoro mpolecy, HEOOXiTHMH Iuis
crBopennss mojeni [10]. KirouoBa mnepeBara momionux MH koHBeepis
MOJISITa€ B iHTErpalbHil aBTOMATH3aIlil €TaIliB XUTTEBOTO UKy MOJENI,
30KpeMa, IIpM OHOBJICHHI HaBYalbHUX [IaHMX 3aIlyCKaloTbcs pobOoui
MpoIecH TepeBipkd, OOpOoOKW, HABYAHHS MOJENTI, TECTyBaHHA Ta
posroptanns. Kouseep MH Brittouae npouecwu, siki [11, 12, 13]:

—e(eKTHBHO BIACTEXKYIOTh 3MiHy Bepcii BHXIZHHX HaHUX IS
TIOCITITOBHUX 3aITyCKiB HOBUX IPOIIECiB HABYAHHS MOJCIIEH;

— peai3yloTh TMOMEPETHI0 00pOOKY JaHUX JJIs HaBUAHHS Ta MEPEBIPKU
MOJIETI;

— 3IIACHIOIOTHh CTEXEHHS 32 BEPCISIMM KOHTPOJBHHUX TOYOK MOJENI Mif
4yac HaBYaHHS;
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— JIOTYIOTh €KCIIEPUMEHTH L1010 HaBUAHHS MOJIEIIeH;

— aHANI3YIOTh Ta MEepeBIpsIOTh HaB4YeHI Mojeni ML;

— BUKOHYIOTh PO3TOPTaHHs Ta MaclITa0yBaHHS CTBOPEHHX MOJIEIEH;

— OHOBJIIOIOTH JlaHI JUIA HaBYaHHS Ta pEaTi3yloTh KOMILUIEKCHHI
MOHITOPHHT MOZETT.

KonBeep MH po3Bomsie 3a0e3nmeunTH HACTYIHWH s IIepeBar:
MiHIMIi3aIlisl TIOMIJIOK; BiJICTE)KEHHS EKCIIEPHMEHTIB; CTaHIAPTH3alis BCIX
€TaIliB; MacITabOBaHICTh MOJICEH Ha PI3HUX apXiTEeKTypax.

Takum uwmHOM, BIpOBa/)KeHHA KoHBeepiB MH no3Bossie mocsrTu
HACTYITHUX pe3yJbTaTiB: CKOPOUYEHHS 4Yacy pO3pOOKM HOBHUX MOJEIEH,
CIIPOILICHHS Ta MepeadauyBaHiCTh MPOIIECIB OHOBJICHHS ICHYIOYHX MOJICICH,
CKOpPOYEHHS 4YacOBMUX BHTPAaT Ha BIATBOPEHHS  OOYHMCIIOBAJIbHUX
eKCIIepUMEHTIB. Bce 1e crpusie 3HMKEHHIO BUTPAT HA BUKOHAHHS IPOEKTIB
y ramy3i MH ta ananizy amanux. CHUIbHHM J[jI8 3a3Ha4€HHX HayK €
BUKOPHCTAHHS METOJIB Ta 3ac00iB KOMI'IOTEPHOTO MOJEIIOBAHHS, IO €
OCHOBOIO  TPOBEACHHS MJOCHIIDKEHb IOMO  OIHKH  eQEeKTHBHOCTI
3aCTOCYBaHHS OKPEMHUX ITIXO/IB AJIsI BUPIIICHHS MPUKIAJHUX TPAKTUIHUX
3aBJIaHb, 3 YPAaXyBaHHIM IX €BPUCTHYHUX OCOOIMBOCTEH Ta XapaKTEPHCTHK
[14]. V 3B's13Ky 3 MM BHHUKA€E HEOOXIMHICTH PO3POOKHU Ta BIPOBAKEHHS Y
MPOLIECH aHaNI3y TEKCTOBHX JaHUX THYYKHX, (QYHKIIOHAIBHUX Ta 3pYYHUX
NPOrpaMHUX TPOAYKTIB, 110 3a0€3MEUYYIOTh SIK MOMIJIMBOCTI BUPIIICHHS
Oi3HeC-TIPOIIECiB, TaK 1 MPOBEACHHS CKCIEPHUMEHTAIbHUX aHATITHYHHX
JOCII/DKeHb,  30KpeMa  MOHITOPDUHTY  €(EeKTHBHOCTI  KOXXHOTO 3
IMIZIEMEHTOBAaHHUX MIiJAXOAIB 3 MOXJIMBICTIO BHECEHHS! KOPUTYBaHb y HOTO
po0oTy, po3mmpeHHs PyHKIIOHATY 3aBSIKH MOIYJIEHOMY CKJIaLy.

B sxocti KoHKpeTHOI 3amadi Moke OyTH pO3MITHyTa 3ajada
Knacudikanii TEKCTy, sKa € OJHI€I0 3 HaifyacTille BUKOPHUCTOBYBaHMX Ha
NpakTHIi TpH aBToMarm3amii oOpoOkum Ta cermeHTauii iH(opmaniiHUX
MarepiaiiB, 10 PO3MIILYIOThCA Ha pi3HUX BeO-pecypcax abo eNeKTPOHHHX
JIOKyMEHTaX.

2. ITocTaHoBKA MPOGJIEMH Ta aHAJII3 ICHYIOUYMX MiIX0diB Ta Myo/Tikamii

B nmanmii wac, mpu BHpimIeHHI 3aBAaHb OOPOOKM HPUPOAHOI MOBH Ta
knacugikamii TEKCTy 30KpeMa, JUIsi CTBOPEHHS MOJYJIB JIIHTBICTUYHUX
MIPOIIECOPIB 3aCTOCOBYETHCS JIBA OCHOBHUX mimxonu: rulebased, B ocHOBI
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SIKOTO 3HaXOJAWTHCS NPHHIUI (HOPMYBaHHS INPABWI, IO IOJSITa€ B OINUCI
JIHrBiCTMYHOI iH(GoOpMamil y BUTIAAl (OpMaIbHUX MPaBWII 1 IH)KEHEPHHH,
3acHoBaHuit MH. Y mpaBmiiax OCHOBHHX CHCTEM IpaBuiia BOYIOBYBaJIHCS
JI0 CKJaJy MPOTPaMHOTO KOy, B IaHWH 4ac JUIA IIbOTO0 BUKOPHUCTOBYIOTHCS
(¢opmanbHI MOBH, CTBOpIOBaHI Oe3mocepeqHpo it po3podku. I[IpaBmima
CTBOPIOIOTHCS JIHTBicTaMH a00 (axiBISIMH 3 MPOOIIEMHOI Taly3i TEKCTiB,
o 06pobisoThest [15]. ¥V pamkax apyroro miaxomy, 3acHoBaHoro Ha MH,
JDKEpeJIoM  JHHTBiCTHYHOI iHpopMamii € BimiOpaHi TeKCTH 3aIaHOi
npoOneMHUX oOnacTell BHSBICHHS NPUXOBAHUX 3aKOHOMIpDHOCTEH Yy
npuHounax mnoOynosu npomo3uuiii. Ha 6asoBomy piBHi MH wmoxHa
MOJITMTH HA 1Ba OCHOBHI Twmu [16, 17, 18, 19]:

1. MH 3 yuurenem (supervised learning) - BKIIF0Yae MOJICITIOBaHHS O3HAK
JaHWX Ta BIMMOBIMHMX naHUX MiTok. [licns BuOOpy Momem ii MOXHa
BUKOPHCTOBYBAaTH JUIi MPUCBOEHHS MITOK HOBHM HEBiZIOMHUM paHille
naanMu. [Tonioauit Tim MO moniisieThesl Naii Ha 3aBAaHHS Kiacudikarii Ta
perpecii. [Ipu kmacudikamii MiTKH € AUCKPETHI KaTeropii, a mpu perpecii €
Oe3nepepBHIMH BenMIUHAME. AnropuTMu MH, sIKi HaB4alOThCS 32 CXEMOIO
«00'eKT-BIAIOBIZIb», HAa3WBAIOTh CIIOCOOaMM HaByaHHS 3 yunteneM. Lle 3
TUM, IIO BHXIiJHE 3HAUEHHs BIAMOBIAI € OpIEHTHPOM Ha (OPMYyBaHHS
BUXIiZIHOTO 3HaueHHs Moxemwno MH. dopmyBanHs Habopy po3MmiueHHX
JlaHUX, TOOTO. BKIIIOYAIOTh OO0'€KTH 3 BIANOBITHUMH BIAIOBIJSIMU € BKpai
TPYJAOMICTKHM TMPOIECOM, SIKUI 3MIHCHIOETHCS, SIK MPABHUJIO, HAWOUIBII
HaliiHUM cnocobom, ToOTO. BpyuHy. Ilpum mpomy, momiOHI anropuTMu
HaBYaHHS 3 YYHUTEJIEM JOCHTh MPOCTO IHTEPHPETYIOTHCS, Y 3B'SI3KY 3 UMM
SIKICTB 1X (DYHKITIOHYBaHHS MOKe OYTH YHCENBHO OIiHEHA.

2. MH 6e3 BunTens - BKIIOYAa€ MOJICIIOBaHHS O3HaK Habopy naHmx 0Oe3
OyIb-SIKMX MITOK 32 NPWUHIMIIOM BUSBICHHS 3aJI€KHOCTEH aBTOMAaTHYHO.
Taki Mozeni BKJIFOYAIOTh OCHOBHI 3aBJaHHS: Kiactepusanii (clustering) Ta
3HMKEHHA  po3MmipHocTi  (dimensionality  reduction).  Anropurmun
KjacTepu3alii ciay)XkaThb BWJAUICHHS OKpPeMHX TPyl JaHUX, TOAI SIK
AITOPUTMH 3HIDKEHHS PO3MIPHOCTI MPHU3HAUEHI MOIIYKYy HAHCTHCITIIINX
ysaBieHb naHuX. Y MH kokeH oOkpeMuil 00'eKT UM pSIOK TaOJuIl
Ha3WBAIOThCS TMpUKIagoM (sample) ym Toukoto (data point), a croBmii
Tabnuui, QopMyroTh aaHi 00'ekTH Ha3uBaroTh o3Hakamu (features) um
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xapakrepuctukamu  [20]. MoXIHMBI  B3a€MO3AIEKHOCTI MDK JTaHUMH
HalJacTime 3aJaroThCsl 3a3Aajeriip M 4ac OOpOOKM JaHHMX IUIIXOM
(opMyBaHHsS MapaMETPUYHUX BHPILIAJIBHUX MPABWI, SIKI OLIHIOIOTHCS 3
ypaxyBaHHSIM 3HaueHb Bar.KOHKpeTHI 3HaueHHA Bar, IO HaWJacTime
mpuitMaroTh 3HaueHHZ Bimx 0 mo 1 abo -1 mo 1, cmouatky OepyTbes
OJTHAKOBMMH a00 TEHEPYIOThCSA BHUIAJKOBUM YWHOM. Ilicis miporo B mporeci
o0y T0OBH MOZETi BOHH PO3PaxOBYIOTHCS IPH HaBYAaHHI HA OCHOBI IMIIOPTY
HaBYAJIbHOI BHOIpKH, fKa € JEAKOI0 KIUTBKICTIO OKpEeMHX O00'€KTiB 3
BIZIOMMMH SIBHUMH Ta NMPHUXOBaHUMH 3MiHHMMHU. Cama 3aqaya po3paxyHKy
Bar BUPIIIAIBGHOTO MpaBWiia MO 3aJaHiil HaBYaJbHIA BHOIpLI HAa3UBAETHCS
3aBJaHHSIM HaNAIITYBaHHA a00 HaBuUaHHs, a 3aBAaHHs 1xeHTU]iKamii
JOIMYCTUMHX 3HAa4eHb HE SBHOI 3MIHHOIO 32 BKa3aHUMH SIBHUMH
KOMITIOHEHTaMH O00'eKTa 1 Barol - 3aBJaHHSAM BUBeJeHHs. Haiivactime
Ma€ThCs Ha yBa3i, KOKCH OKpeMHil 00'eKT (DOPMYyeEThCS 3 ypaxyBaHHAIM
OIHOTO HabOpy 3MIHHHMX, IPHYOMY HOMEHKJIATypa SIBHHX 1 NMPHUXOBaHUX
3MiHHUX 00'eKTiB € imeHTHYHOW. I[lepeBarm cydacHmx cucteM 3 MH y
MIOPIBHSAHHI 3 3araJIbHONPUHHATHMH aNbTePHATHBAMH, TAKHUMH SK PyYHHH
aHaJi3, )KOPCTKO 3aaHi Oi3Hec-TIpaBMiIa Ta MPOCTI CTATUCTHYHI MO, TaKi
[21, 22, 23]:

—BHUCOKa TOYHICTb. MH BHKOpHCTOBYE BXiJHI JaHi JJIsi CTBOPEHHS
JIOTIKM TPUKJIaJHOI TPOrpaMu, MPHU3HAYEHO! Al KOHKpeTHOl 3axadi. Y
3B'A3Ky 3 1MM Yy TMpoleci OTPUMaHHs HOBUX JAHHUX IIiIBUILY€ETHCS
y3arajabHIOI0Ya 3/IaTHICTh 1 3pOCTA€ TOYHICTh MPOTHO3HKUX 3HAYCHD MOJICII;

—edexkTuBHa aBTOMaTH3alis. Y Ipolieci aHamily BiANOBigeH Ta
nepepaxyHKy Bar mozenb MH 371aTHa aBTOMAaTHYHO BHSBIATH y JIaHUX
KOpeJIsIIifo Ta HOBi mabioHu. [TomiOHa BIACTHBICTE MOJEIEH YMOKIIUBIIOE
iHTerpamito crBopeHux cucreM 3 MH 0OesnocepenHbo y BHpOOIeHi
MIPUKIIaaHI poOOoYi IpoLecH;

—BHCOKa INBUAKICTH aHamily. EdexkruBHO moOymoBani momemi MH
JO3BOJITIOTE OOPOOIISATH Ta BUAABATH BiAIMOBIJI MPAKTHYHO Bifpa3y MiCis
HAJIXOJUKEHHS. HOBUX JIaHMX LUISIXOM IepepaxyHKy BaroBUX 3HAUYEHb, IIO
YMOXKJIMBJIIOE€ BUKOPUCTAHHS JaHOTO ITiAX0/Y B CHCTEMaX PealbHOIo 4acy;

—THYYKICTh HalallTyBaHHS Mojenedl. Y 3B'SI3Ky 3 THUM, LIO B OCHOBI
nporeciB moOynoBu Mozeneid MH 3HaxomsThCs HaHi Ta MaTeMaTH4Hi
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ITOPUTMHU, aHATITUKY Ta (axiBLi B rajy3i aHaJi3y JaHHUX 3[aTHI MmigOuparu
MOTPiOHI MapaMeTpH /I MoJieNiel 3 ypaXyBaHHSIM Pi3HUX Habip 0OMEXeHb,
110 HAKJIQJAI0THCS TIPEIMETHOI0 00JIACTIO JOCIIIKESHHS;

—MacmTaboBaHICTh. Y TIPOIEeCi pO3MHPEHHS 3aBJaHb 1 IIiIBHIIECHHS
o0csriB gaHux sorika moxeni MH Mosxe OyTH omepaTWBHO aJlaTOBaHA Mix
po3MOAiNeHy apXiTekTtypy. 3okpema, psx ainroputmiB MH 3parHi
epeKTHBHO O0pOOIATH O€3Iid JaHNX Ha PO3MOIUICHUX OOYHCIIOBABHIX
BY3Jax y xMapi [24].

OCHOBHUMHM Ta HaWOUIbII TPIOPUTETHHUMHU eTamamMH IepeaoOpoOKku
JaHuXx aist Bukopucranus MH npu Bupimenni 3aBnanb 1AJ] € [25]: Bubipka
BXIJIHUX JaHUX, TOJIAra€ y MpoIleci BiIOOPY IUIbOBHX O3HAK Ta 00'€KTIB,
IPYHTYIOUYHCh Ha iX PENEeBaHTHOCTI JJsl KOHKpeTHuX wineit 1AJl, y Tomy
YHUCII BHUXOJASYM 3 SIKOCTI Ta OOMEXEHb; OYMILCHHS NaHUX, HOJATae y
BU/IAJICHHI JIPYKapChbKHUX TOMWJIOK y JaHWX, HEKOPEKTHHX ab0 BiACYTHIX
3HA4YCHb, YCYHSHHS AyOJIiB Ta Pi3HUX ONHCIB OJHOTO 00'€KTa, BiTHOBJICHHS
LUTICHOCTI, VHIKaJIBGHOCTI Ta OCHOBHHX JIOTIYHHX 3B'SI3KiB; TeHepamis
LUTFOBUX O3HAK, IUIS iX MEpeTBOPEHHS Ha BEKTOPHI (OPMH ISl MoJAeneH
MH, mns 30UTBIICHHS PIBHS TOYHOCTI aNTOPUTMIB, IO 3aCTOCOBYIOTHCS,
iHTerpaitisi, T00T0. 00'€AHAHHS JAaHUX 13 PI3HUX THIIB JDKEPEN 3 IXHBOIO
MOCTIIOBHOIO arperaiieo; (hopMaTyBaHHS, IO BHPAKAETHCA Yy BUIJISIIL
CHHTaKCHYHHX 3MiH JaHUX, [0 HE 3MIHIOIOTh iX 3HAUYEHHS Ta HEOOXITHI [IIst
3abe3nedeHHs: poOOTH IHCTPYMEHTIB MoJiestoBaHHs [26].

3actocyBanas MeroaiB MH mnepenbauae HasiBHICTH JesKoro Habopy
BXIJIHMX JIaHUX, IO 3aCTOCOBYIOThbCS JUIS HaBYaHHsS Kiacudikaropa, i B
CBOIO Uepry peaiizye 3alaHi anroputMu. JlaHi METOAM MEpCHEKTHBHINI i
MAaIOTh IIHUPOKHHA CIIEKTP MOXIIMBOCTEH y BUPIIICHHI 3aBIaHb KIaCH]iKaIllii.

3acrocyBanass MH oco0muBo e(eKTHBHO IpH BHpINICHHI 3aBIaHb
00poOKM BENMKHX KOJEKHiH pPi3HOIUIAHOBUX JOKYMEHTIB, IO BHMAararoTh
BiZJTHECEHHS KO)KHOTO TEKCTOBOTO (pparMeHTa J0 MEBHOTO Kiacy, 10 MOXe
OyTH 3BEJICHO N0 3aBlaHb categorization i clustering, siki € 6a3oBUMH I
HampaBiIeHHs text mining. [ToGymoBa moneni kiracugikaTop BiIOyBaeThCA
Ha CHemiaJbHO pPO3MIYEHOMY TEKCTOBOMY KOPIYCi, y SIKOMY KOKHOTO
CHMBOJIy CKJIQZIeHO MITKH, 3IiHCHIOIOTH (QYHKII KOJYBaHHS O3HAK
pO3IMi3HaBaHHSA OJMHUIL TEKCTiB. HaBuaHHS Takoi MoJeni 3MiHCHIOEThCS 3a
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JIOTIOMOT'OI0 BHSIBJICHHSI 3araJIbHUX 3aKOHOMIPHOCTEH, BIACTUBUX TEKCTaM
OPUPOAHOI0 MOBOK, Ha ocHOBi dataset [28,37]. Texniuno, 3amaya
knacudikanii crareit Moxke OyTH BUpIllIeHA 3a JOTOMOTOI0 BHKOPUCTAHHS
icCHyrounx MeTomiB Kiacugikamii gannx Ha 0a3i BuxopucranEs MH Ta
IITY9HUX HEHPOHHHX Mepex. [Ipu 1mpoMy icHye psm ocoOImBOCTEH Ta
CYTTEBHX CKJIAQIHOIIIB, IO OOMEXYIOTh Ta 3HIDKYIOTh e(eKTHUBHICTH
3acTOCYBaHHS KiIacwmyHHX MeTomiB MH s xmacmdikarii pisHOMaHITHHX
Habopis mammx [29, 30, 31, 32, 33]. JIo OCHOBHHX CKJI&IHOIIIB CIi
BITHECTH HEOOXIMHICTh 30MpaHHS BHUXITHUX TEKCTIB 3 aBTOPUTETHHUX
JDKEpelt, 10 3HaXOAAThCS Y BIAKPUTOMY JOCTYIII, 3 MOJaIbIINM OYHIICHHIM
Ta nepeoOpoOKOr0 TEKCTOBUX JaHUX JUIs HABYaHHS MoJielll Kiacudikaropa,
[0 HEMOJXXJIMBO 3POOUTH BPYYHY, & aBTOMATH3aIlisl IIbOTO IMPOIECY MOXKE
MOPYIIUTH LUTICHICTh Ta CEMaHTUYHUH 3MICT TEKCTy, 3HIXKYIOUM HOTO
3MICTOBHHMH TMOTEHHmian At (JOPMyBaHHS y3araJIbHIOIOUMX MOXKIMBOCTEH
Mozemni [34, 35, 36]. OOuaBa pO3TIAHYTI IiIXOAX MAIOTH CBOi IepeBard Ta
Henomiku. [Ipomec CTBOpeHHS TmpaBWiI €, SK TPaBWIO, PYYHUM,
TPYZAOMICTKHM 1 TPHBAIMM JUTS JTIHTBICTa, SIKUHM HE 3aBXKIN MOXKE BpaxyBaTH
BCl aCIEeKTH, BUHATKHU Ta 0coOMMBOCTI pizHUX MoB [37, 38, 39, 40].
[IpoOnemMaTuuHUM € 3aBIaHHS HOro aBTOMAaTH3allil 3a JIONOMOTOI)
BUKOPHUCTAHHS CIICIiaTi30BaAHOTO TIPUKIIATHOTO MIPOrPaMHOTO
3a0e3neyueHHs, K€ HE € YHIBepCcalbHMM 1 HE 3[aTHe BpaxyBaTh pi3Hi
CJIOBOCIIONIYYEHHSI, TEPMIiHHM Ta CJIOBO(OPMHU B KOHTEKCTI OKPEMHX MOBHHUX
CIMEUCTB Ta CHHTaKCHYHUX ocoOmuBocreit [41, 42]. Tlepemaroro maHOTO
MiAXOMy € IHTePIPETOBAHICTh Ta 3PO3YMUIICTh CKIAQJACHUX MPABWI, IO
($OpMYIOTECS Y JeKJIapaTUBHIM GopMi, IO CIPOIIye Mporec iX MiATPUMKA
Ta Moaudikamii [43]. Ha BigMiHy BiJ MpaBHI BHKOPHUCTOBYBAHOTO IMiIXOIy
Meronu MH He BUMararoTh pydHOI Iparli 3i CKJIaAaHHs MPaBwI, Y 3B'3KY 3
YuM rporec oOpoOKM NaHuX MOKe OyTH aBTOMAaTH30BAaHHWH, IO CHPHSE
3HMKCHHIO THMYaCOBHX BHTPAT Ha PO3pOOKY MOBHOLIHHUX aHAJITHYHUX
cucteM knacudikamii [44]. CkIagHOCTI IBOTO MiIXOMLy TMONSTAOTh Y
HEOOXIAHOCTI TIPOBEAEHHS JOCHUTh BEINUKOI KUTBKOCTI OOYHCITIOBAIBHHUX
eKCIEPUMEHTIB I TIOPIBHAJBHOTO aHANi3y pe3yNbTaTiB 1 BHABICHHA
HaiiOipm  edexTuBHUX MeToxie MH, minbopy rinepmapamerpiB, 1m0
BIUIMBAIOTh HAa TOYHICTh BIJHECEHHS TEKCTy JO IMEBHOIO KJiacy.
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JlonaTKOBUMM  acleKTaMH €  CKJIAJHICTh  IHTepHpeTamii  Impouecy
Kiacudikanii Ta HeoOXiJHICTh MONEPEAHBOT PO3MITKH KOPITYCY TEKCTIB, L0
HE 3aBKAU MOXKIHMBO [45]. Y 3B'i3Ky 3 OUIBIIMM CTYIEHEM YHIBEpPCAIbHOCTI
1 THyYKOCTI JJIs1 BHPIIIEHHS HaMU 3a/1a4i JOUTEHAM € Bubip MH B sikocTi
OCHOBH [IUIsI TOOYMOBH TIPOTPaMHOTO 3a0e3medueHHs — KiacHdikarii.
Pesympratn amamizy icHyroumx anmroputmiB MH cBiguaTh HeoOXigHICTB
CTBOPEHHS MOJKJIMBOCTEH IUISI KOPHCTyBaya CHCTEMH HOOYNOBH Pi3HHX
Mozeneit kmacu(ikatopiB TEKCTy 3 METOI0 3a0e3MEeUeHHS IPOLECY
MOPIBHSUIBHOTO aHaNi3y iX eeKTHBHOCTI 3 MOJANbIINM MiABHUIIEHHIM HOTO
TOYHOCTI HIISIXOM IHTEPaKTHBHOrO IMij0Opy TrinmeprmapaMeTpiB. MeToro
poboTH € po3poOka Ta MOCHIIKECHHS CHUCTEMH aBTOMATH3allil MpPOIICCiB
OLIIHKM Ta aHaJli3y TEKCTOBOI'O KOHTEHTY JUIsi 30UIbIIEHHS e€(EeKTUBHOCTI
knacudikamii TEKCTy 3a KaTeropisiMd 3  MONAIBIIMM  BHIAHHIM
pEKOMEHIalii A1 KOPHUCTYBadiB IIOAO O3HAHOMIICHHS 3 KOHTCHTOM 32
iHTEepEecaMu.

3. CTBOpEeHHS MPOEKTY CHCTEMH
3 MeTor Bu3HAYeHHA Ta (opmarmizalmil KOHTEKCTY CHCTEMH 3

ypaxyBaHHSAM TpeAMETHOI 00JacTi, MO0 MOMAETIOETHCS, JOIIEHO
MIPOBEICHHS MPOCKTYBaHHS MpPOTpaMHOro 3abesmedeHHs. [lepmmM eranom
UL THOTO € (OpMYIIOBaHHS 3arajJbHUX BHMOT 110 ()YyHKIIOHAJIBHOI
MOBEIiHKM 3a JIOTIOMOTOI0 PO3POOKM MiarpaMu KIIIOYOBHX IPELEACHTIB
(BapiaHTIB BUKOPUCTAHHS), IO HaBeJIeHO Ha pHC.l. Y paMKaxX MpOeKTOBaHOT
NPOrpaMHOl CHCTEMU KOPUCTYyBad 3MOXKE 3JIMCHIOBATH: 3aBaHTa)KEHHs
"cuporo" HabOpy JaHKX y BUIIIA] HAOOPY TEKCTOBUX (haiiliB, 110 MICTATH y
co0i TEKCT CTAaTTi Ta HA3By pO3IUTy, J0 SKOTO BOHA HAaJCKATHME;
MIEPETBOPCHHS CKJIAZICHOTO HAOOpPY NMaHWX y CTPYKTYPOBAaHHHA BUTJIAM, IO
Ma€e TaONUYHUM BHIIIAN, OUTHII 3pY4YHHH AN TOAANBIIOTO aHAN3y Ta
po0OTH; TEpBUHHUI aHAIi3 JaHWMX, II0 BKJIIOYATHME IIiIPaXyHOK Ta
BHU3HAYCHHS! METAJaHUX, y TOMY YHCIi KUIBKOCTI TEKCTOBHX CTaTed y
KOJKHIH 3 KaTeropii, a TakoXX po3paxyHOK BiJICOTKa TEKCTiB 33 KaTE€ropisimMH,
po3Mmip crarti y ¢gopmari txt. [le HEoOXimHO A CHIBBITHOMIEHHS JTaHHUX
MK co00r0 Ta (OpPMYBaHHS O3HAK JUIA TOJANBIIOTO HABYaHHS MOjenei
MH; 306epexxenHs Habopy MmaHUX, IO NPOMIUIM TIEPBUHHHUI aHANi3 y
dbopmari *.csv mns Horo 3pydHoi OOpOOKM MPOTrpaMHUM 3a0€3MEUCHHSIM;
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OUMIIECHHS TEKCTiB, IO BKIIOYA€E BUJAICHHS CIELIaJbHUX CHUMBOJIB 1
PO3IUIOBUX 3HAKIB, sIKi HE MOTPiOHI JUIsl MOJANIBINOT KiIacu(ikamii TEKCTIB,
o0'eqHaHHs CIIiB, HAMCAaHUX 3 BEJHMKOI 1 MaJICHBKOI JITEpH, IO HECYTh
OJTHAKOBHH 3MICT; JeMaTtu3alii Ta creMinr; po3paxyHok TF-IDF Bektopa;
CTBOPEHHS CIOBHUKIB HAW3HAYHIMKX CIIB I Kiacupikaril; iHiI[iFoBaHHS
Ipolecy HaBYaHHS 3 ypaxyBaHHSAM aJTOPUTMIB MAIIMHHOTO HABYAHHS.

O Casting to one register Lemmatization and Q

Removing characters and A stemming Native Bayes
punciiation | 7 Gradient Boosting

Ve
A 7
~ ~ 7 O SO
Texts number by category smuce

~ L7 / 7
Cb Parse data from web / - - e Y
—~
R Text plepalmz

Choose ML methods ~ -~
—

e
e O
Texts percentage by Dataset initial analysts \ “ Random Forest
category Usi E!l vy
Result graph O
£ Vi 1suahzat1on . .
O Logistic regression

News length by category
(symbols) Save dataset News on- lme
O classification
Dictionary creation

Puc. 1. [liacpama sapianmie cmeopeno2o npoexmy cucmemu
BuOpanumu MOZENsME € JIOTiCTHYHA perpecis, HAIBHUHA KiIachu(pikaTop

Baiteca, KNN, SVM, Random Forest, Boosting. Hapueni wmopeni
30epiratotbest y opmati *.pickle; BuOip kpamoi Mozenai CTBOPEHHX
KiIacuQikaTopiB LUISIXOM TOPIBHSIHHS X TOYHOCTI Ta e(EeKTHBHOCTI 3a
METpPHUKaMH; [OJIaHHSI PE3yJIbTATIB y BUTILIII IpadikiB 3 BUKOPUCTAHHIM
JIBOX MeToiB 3HMKeHHs1 po3mipHocTi: PCA Ta t-SNE rpadik; 30upanus
(mapcuHT) TEKCTY 31 cTaTel, po3MilIeHUX Ha BKAa3aHUX KOPHCTyBadeM BeO-
caiitax, 3 MOJAJIBIINM iX aBTOMaTHYHUM aHAJIi30M 32 JOTIOMOTOI0 BUOPaHUX
MoOJIeJIeld, 10 3aBaHTaXYIOTHCS B CHCTEMY JAWHAMIYHO MiJx 4ac omepaii
aHamizy; Bisyasi3auis pe3yibTaTiB Kiacudikamii TEKCTIB Ha KOXXHOMY i3
Be0-CalTiB i3 3a3HAYCHHSIM TOYHOCTI POOOTH KOKHOT MOJIEII.

Bimpmr  pgerampHa  popmamizamis  OIUHAMIKM  TIPOIECY  B3aeMOIii
KOpHUCTyBadJa i3 CHCTEMOIO HaBe/eHa Ha puc.2. [licis 3amycky mporpaMHOTO
3a0e3MmeueHHs]  KOPUCTyBad  3JiHCHIOE  3aBaHTAKEHHS  JIAHWUX, SIKi
00pOOIATIMY THCH.
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Bubip HaOOpiB HaHUX JJI HABYAHHS MOMJIMBUH NUISXOM IiIKITFOUCHHS
pizHux mxepen (popmaru csv, txt, doc, He 3axuimenuii pdf, daitnmm 6a3
JaHux) abo 3 InTepHeTy (mocuiaHHs Ha BeO-pecypcH abo Ha MpsiMi TEKCTOBI
¢aitnm). Yci qani 30epiraroTbes y mpoMikKHOMY GopMaTi txt IJIs CIIPOIICHHS
TMIPOIIECy MONANBII0T 0OPOOKH.

‘ MainApp ‘ DataModule

‘ MLModule

‘ ChartModule

‘ WebUIModule

1: Components initialization| and deploy

2: Load data I

3: Dataspf initial analysis

5: Dictippary creation

\

\

\

\

\

4: Data prepation \
\

\

\

6: Save|data structures }
[

7: Uplopding ML functio,

8: ML algorithms |calculations
a—]

9: Metrics resulfs evaluation

. = N
10: Sending data fand requests for vtsu#nhzaﬂon

= 11: PSA and t-SWE graphs building

12: Save data and feports

13: Starting web—s%rver application
[ I
| 14: Parsing data from choosef|sources
\ | N e

15; Send collected texts for classificatior

16: ML models calleulation results

17: Building diagiam of category distifibution

18: Send clas siﬁqlation report

]
|
|
|
|
|
|
|
|
i
|
|
|
|
|
|
|
|
|
|
|
[

|
| | 19: Show classification results
\ I m—
| A
Puc. 2. [Tliazpama nocaioosnocmi Oitl cucmemu

Hani Moxyns mporpamu, SKMH BiAmoBizae 3a 0OpOOKy HaHUX OTPUMYE
dataset, 3aBaHTaXXeHMH B cHCTeMy, (OpPMYyIOYM Ha BHXOAI 3 YCIX
3aBaHTa)KEHUX HAOOPIB TEKCTY 3BEJCHY TAOJMINO, IO MICTUTh KOJOHKH 3
Ha3BoO (aimy, HOro 3MiCTOM, KaTeropiero (TEMAaTHKOI0), OO SKOi
BiHOCHUTBCSI TeKcT. OCTaHHIM CTOBMEIh € BHXITHHUHA MEPEeMipeHOI0, MOXKE
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OyTu po3MiYeHUI BpyuHY B paMKax AaHOTO MOXYJIsL, Y pa3i HassBHOCTI L[bOTO
Ha0Opy B JaTaceTi BiH MOXE OyTH IO3HAYCHUIA 3a JOIMOMOTOK) CIICMCHTIB
inTepdeiicy. Ha HacTynmHOMYy eTarti aHi, MpeAcTaBlIeH] y BUIIILAL TaOIuI,
MIPOXOAATH TEPBUHHUI aHali3, mo0 3'sCyBaTH, HACKUIBKM Taka BHOIpKa €
MOBHOIO A1 HaBuaHHSA Mozened ML i sk ToyHO Habip MaHUX OMHCYE
IpeAMETHY 00macTh. [ [bOTO BUKOPHCTOBYETHCS OKPEMHI MOYJIb, IO
0a3yeTbcs Ha aHai3l METalaHWX 1 JAETaNbHO ONMCAHWN Yy pamKax poOoTH
[4]. Tin wac mepBHHHOTO aHANi3y PO3PAXOBYIOTHCSA TaKi TMOKA3HUKH SIK
MiIPaxyHOK KUIBKOCTI TEKCTIB y KOXHIiH 13 BUOpaHUX KaTeropii, BiJICOTOK,
SIKMH CKJIQIAal0Th TEKCTHU 3 KOXKHOI pyOpHKH Yy BIHOLICHHI 10 3arajbHOI
KUJIBKOCTI TEKCTIB Ta CepefHid oOCsIr TEeKCTy y KOXHIH i3 BHOpaHUX
TEMATHK.

B pesynbraTi JOBri TEKCTH BHMAAISIOTHCS 3 BHOIPKH, IO J03BOJISIE
30anaHCyBaTH NaHI BHXOISMYM i3 BKa3aHUX KOPHUCTYBadiB MapaMeTpiB Ta
oOMmexkeHb. Jlami TPOBOAWTHCS €Talm OYHMIICHHS MAaHUX ISl HOYaTKy
MOJATBIIOTO aHamizy Horo ckiamy. Came TOAl MPOBOAMTHCS 3MCEHIICHHS
00CATYy TEKCTIB, BUAUIAIOTHCS HAHOIIBII 3HAYNMI CEMAaHTHUYHI €JICMEHTH.
OuuIIeHHS TEKCTiB BHMKOHYIOTHCS IUISIXOM BWJIYYEHHS CIELiaIbHUX
CHUMBOJIIB 1 pO3JUIOBMX 3HAKiB, BHMIAJSIIOTBCS CJIOBa, II0 4acTo
MOBTOPIOIOTBCS, HE HECYTh ICTOTHOTO 3MICTOBOTO 3MicTy (coro3,
NPUCITIBHUKK) 1 TPUCBIKHI 3aiiMEHHHMKH, (OPMH OJHUHH 1 MHOXHHU B
OJITHAKOBHX CJIOBAaX OO0'€HYIOTHCSI B OJHY, NMPOBOJMTHCS IPHBEICHHS CIIiB
10 eauHoro perictpy. OKpeMoO BHKOHYIOTHCSI TMPOIECH JieMaTH3alll Ta
creMMmiHry. HactymHuM eTamoM € CTBOpEHHsS IakeTa CJIOBHHMKIB, IO
CKJIaJaloThes 31 CIIiB, sIKI HaifyacTillle TPAIUISIOTBCS y TEKCTaX OKPEMHX
PYOpHK, 10 /103BOJISIE 3a0€3MEUUTH CEMAHTHUHY 3B'SI30K MK KOHTEKCTOM
crareil. OOpoOJCHI JaHI Ta CIOBHUKH 30€piraloThCsi OKPEMHUMH (aiimamu
JUISL TIONAJIBIIOTO BUKOPHCTaHHS Yy HaB4yaHHI. KopucrtyBau BH3Hauae
TeMaTWKH, 3a SKAMH HEOOXigHO TipoBecTH Kkinacudikarito. Jlami
IHIIIOIOTBCS OOYHMCIIOBAIBHI TPOIECH 3 PO3OHTTA BHOIPOK TEKCTOBUX
JAHWX Ha HaBYAJIBHI Ta TECTOBI, CTBOPIOIOTHCSA 00'€KTH KIIACiB MO KOKHOMY
3 IIeCTH BHUKOPUCTOBYBaHMX MeronmiB ML. Jlnga  mpoBeneHHS
OOYHCTIOBAIFHUX TMPOIECIB Yy TMapalelbHOMY pPEXKHMI Ha KIUTBKOX
00YnCITIOBANILHUX BY3JIaX IMependavyeHo oMo niakmodeHas Apache Mesos
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Ta 6i6miorexn Numba [l BUKOPHCTaHHS pecypciB rpadiuHuX anmapaTHHX
npucKkoptoBauiB. Ha  OCHOBI  OTpUMaHMX  pe3yJbTaTiB  00YHCIICHB
MIPOBOJNTHCS PO3PAXyHOK METPUK OLIIHKHU SIKOCTI Kiacuikaii, ToOJI0BHOIO 3
SKHX € Accuracy (CTaBIeHHS NpaBIWIIBHUX BIAMOBiNeH IO 3araibHOL
KUTPKOCTI MpUMipHUKIB TekcTiB). llle omHiero merpukoro € Precision, sk
CIIIBBITHOIICHHS NPABIIIBHO ITO3UTHBHUX BIATIOBiAEH O BCiX MO3UTHUBHHUX
Bignosigei. Ilicis mporo OoTpMMaHi AaHI OWIHKA METPHK 30epiraroTbcs y
TEeKCTOBHU (haiiy, arperyroTeCs Ta MEepemaloThcs Ha BXiA rpadidHOTO
MOJyJIs, Ha SIKOMY 3IIMCHIOETBCS Bi3yaiizalisi rpadikiB aHai3y TOYHOCTI
knacudikanii. s Oimpmoi  Mipu  IHTEPIPETOBAHOCTI  pe3yJbTaTiB
HEOOXITHUM € BHUKOPHUCTAHHS METOJIB 3HW)KEHHS PO3MIPHOCTI JaHHX.
Bukopucrani 18i Metoaumku [1,4,8]: - aHami3 OCHOBHHX KOMIIOHCHTIB,
CYTHICTh $KOI MOJISITa€ y pO3PaxyHKYy BIACHUX 3HA4YCHb Ta BIIACHHX
BEKTOPIB MaTPHUIli JaHUX U1 POPMYBaHHA MiHIMAJIEHOI KiITBKOCTI 3MIHHHX,
AKi  3a0e3medyroTh ~ MakCHMaJbHE  3HA4YCHHS  JUCHepcii  JaHWX.
BuxopucToBy€eThCS ¥ pasi KoM 00cATH TeKCTy He mepeBumryioTs 10 000
3HaKiB; - t-SNE, y cBoiif OCHOBiI MiCTHTh IMOBIpHICHHH MiAXix, IO 3pydHO
IIpH Bizyauizamii JaHuX BeduKux po3Mipie (moHax 10 000 3HakiB). JJo3Bosse
MiHIMI3yBaTd pPO30IXKHICTH MIDK pO3MOALIOM, LIO BUMIPIOE IONAPHO
MOMIOHICTh BXIAHUX O0O0'€KTiB, 1 PO3MOALIOM, [0 BHMIPIOE TOMAPHO
no/Ii0HICTh BiJMOBIIHUX HU3bKOMIPHUX TOUOK BOY/IOBYBaHHSI.

B intepdeiici kopuctyBaua po3poOieHOro BEO-MPOTpaMU  MICTSTBHCS
IoJisi BBEJACHHS [JaHUX Ta Bisyamizamii y Burisaai okpemux dashboards.
KopuctyBau 3miiicHIoe BuOip BeO-caiiTiB, IO MIKaBIATh, 3 TEKCTOBHM
KOHTEHTOM HOBHH a00 TEMaTHYHHUX CTaTeH, sKi MOTPiOHO KiacuikyBaTH.
ABTOMaTHYHE BUKOHAHHS MAapCHHTY 3aroJjIOBKiB KOXHOI 3 BHOpaHNX HOBHH
Ha BKa3aHii CTOpiHIII BeDO-caiTy, a TAKOK OCHOBHOTO TekcTy. [Ipu po36opi
KO’KHOT CTOPIHKM KOPHCTYBau Ma€ 3MOTy BHOpaTH SIKyCh YaCTHHY TEKCTYy i
AKi parMeHTH BiH X04e oTpuMaTH. J{JIsl CIPOIIEHHS MPOIIECy AOCIiIKEHHS
BiiOpaHO JUIIIe aHTJIOMOBHI PeCypcH 3 JIAKOHIYHOCTI Ta 3pY4YHOCTI JaHOi
MOBH U aHamizy. Ilicms aHamizy BCiX TEKCTOBHX IaHHX 3a JOIOMOTOIO
akTuBanii BUOpaHUX KJIAcH(iKaTOpiB GOPMYEThCS PAaH)KOBAHMH HEpeiK 3i
CrajaHHs TOYHOCTI [ KokHoro 3 wMoxener ML. Ilicns mporo
BiZIOYBa€THCS 3BEpHEHHS /10 IpadiuHOrO MOAYJS, 3 SKOTO BHKOHYETHCS
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no0yzoBa ABOBHMIpPHUX TpadikiB JJst aHATi3y pe3yibraTiB. OmnucaHi BUIE
MIPOLIECH Pealli3oBaHi y BHUIVISAL IHTErpamii 1O NPOEKTY HU3KU 30BHIIIHIX
3aJ@KHOCTEH 1 CTBOPEHHS KOMIIOHEHTIB. Y3arajbHEHa Jiarpama
KOMIIOHEHTIiB PO3pOOJIEHOTO MPOTpaMHOTO 3a0E3MeUYeHHsT HaBeIeHa Ha
puc.3. I'omoBHuit Moxyms mporpamu (MainApp) BUKOHY€ (QYHKIIIT BUKITHKY
IHIINX MOJYJIIB MIPOTpaMu Ui OOPOOKH 3aIHTiB MIporpamMu 0OpOOKH TaHUX,
BUKOHAHHSA OOYHCIIIOBAIBHUX TIPOIECiB 31 CTBOpeHHA Mopened ML,
moOymoBu TpadikiB 1 3araimpHOI Oi3HEC-JIOTIKM pPOOOTH MPOTPAMHOTO
3a0e3nedeHHsI.

3 Matplotlib 1 Altair
I —
L 7
Seabom 55 MainApy
| ChartModule - =

N
- s kS
T / \
Sklearn MLModule / \
-
- Data module] % WebModule
/
/ —T SN I
/ - e \ !

-

= Fia e A i

upiter Ny e 1

Notebook % Bardas % Piekle % ]‘;'las?x .
Server

Puc. 3. Jiaepama xomnonenmis cucmemu
Ha migcraBi CTBOPEHOro IpOEKTYy NPOrPaMHOrO 3a0e3NedyeHHs, M0

JI03BOJISIE TIO3HAYMTH #HOro (QYHKIIOHAN 1 NpPU3HAYEHHS [OLIJIBHUM €
nporpamMHa IMIUIEeMeHTauis 3acobamu MOBHM TporpamyBanHs Python,
LIJISIXOM HAallOBHEHHS CTBOPEHUX KJIACIB BIJIIOBIIHUMHU METOAAaMH, TIOJISIMH 1
BIIACTUBOCTSMU (puc.4).

Jnst 3pydHOCTI TMPOEKT CUCTEMH, II0 € MOJIYJbHY CTPYKTYpY, Y
CepeloBHIII PO3POOKH PO3IUICHUH /IesKI TAKETH, Y KO)KHOMY Yy TOMY 4HCIIi
MICTATBCS KJIacH, peasi3yloTh HEoOXimHWH (YHKIIOHAN 3 iXHBOI JIOTiYHOT
3B'3HOCTI MiXk C000I0.

KoskeH 13 IKUX MICTHTB CBiif TPOTPaMHUIN MOIYJIb BiATIOBIIHO.

«Raw dataset» Bkirouae HeoOpoOJIeHI naHi y BUTILINI (aiiiB 1 JIOTIKY
peaizamii iMIopry.
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v Classifier = X_test.pickle
v 0.LatestNewsClassifier = X_train.pickle
v [ 00. Raw dataset = y_test.pickle
v BBC = y_train.pickle
> bbe-fulltext i 03. Feature Engineering.ipynb
bbe-fulltext.zip v 04. Model Training
v 01. Dataset Creation > Models
R 01. Dataset Creation.R i1 04. Model Training.ipynb
# 01. Dataset Creation.Rmd w1 05. Baseline Classifier.ipynb
¥ 01. Dataset Creation.Rproj i1 06. MT - Random Forest.ipynb
wo: 01._Dataset_Creation.md g 07. MT - SVML.ipynb
Dataset.rda w1 08. MT - KNN.ipynb
# News_dataset.csv i 09. MT - MultinomialNB.ipynb
v 02.ExploratoryDataAnalysis i 10. MT - Multinomial LogReg.ipynb
w1 02. Exploratory Data Analysis.ipynb i 11. MT - GBM.ipynb
» 02. Exploratory Data Analysis.py s 12. Best Model Selection.ipynb
# News_dataset.pickle s 13. Dimensionality Reduction Plots.ipynb
v 03. Feature Engineering s 14. Model Interpretation.ipynb
v Pickles w1 15. Sample Articles.ipynb
= df.pickle v 05. News Scraping
= features_test.pickle i 16. Web Scraping Intro.ipynb
= features_train.pickle s 17. WS - El Pais.ipynb
= labels_test.pickle i1 18. WS - The Guardian.ipynb
= labels_train.pickle w1 19. WS - Daily Mail.ipynb
= tfidf.pickle wia 20. WS - The Mirror.ipynb

Puc. 4. Cmpyxkmypa npoexmy mooynie cucmemu
Dataset Creation 3abe3nedye JIOTiKy CTBOPEHHS CTPYKTYPOBaHOTO

Habopy mammx. "ExploratoryDataAnalysis" wMicTuTh  Kiacu, IO
BIJIMOBIAIOTh 3a MEPBUHHUI aHami3 gaHux. «Feature Engineering»
3a0e3nedye OUMIIECHHS MAaHUX MUl IOJAIBIIOT OOpOOKM Ta BHIIICHHS
o3nak.Model Training MiCTUTh BIANOBIZHI KJIACH, IO PEaNi3yIOTh BUKJIHK i
CTBOpEHHsI 00'eKTIB Mojeiell kimacudikaropiB, a TakoX IX cepianizoBaHi
CTPYKTYpH, IO 3aBaHTAXYIOThCS B MPOIEC] aHAIi3y OaHUX dYepe3 Bed-
inrepdeiic. Takox y AaHOMY TakKeTi PO3MIIlIEHO KJac, 0 MIiCTHTh METOAU
JUIL TIOPIBHAHHA BCiX Kiach(ikaTopiB Ta BHOOpPY HAHOLIBII e(pEeKTHBHOTO
JUIL  TIOCTABJIICHOTO 3aBJaHHA 3 YpaxyBaHHSIM pPO3PAaXyHKY METpPHK.
ScrapingData iMrieMeHTye JOTiKy 300py TEKCTOBHX AAaHHX i3 3a3HAUCHHX
calftiB Jui mojansioro anamizy. «Ul» peanizye ¢yHKIioHan rpadigyHoro
iHTepdeiicy KopucCTyBaya Ta BHMBEACHHS Bidyaiisamii 3 eleMeHTaMH
kepyBaHHsA. Jlng oOpoOkm manmx oOpaHo OGibmiorexkm: pandas 1e
BHCOKOpiBHEeBa Python 6i6mioreka nns anamizy manux. [loOymoBaHa moBepx
OimpIn  HU3BKOpiBHEeBOH Oibmiorekn NumPy, mo no3Boisie miABHITUTH
piBeHp mpoayKTHBHOCTI. B exocmcremi Python, pandas e Haiibinpm
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MIPOCYHYTOIO IO MIBUAKO PO3BHBaacs 0i0Ii0TeKOI0 A1t 00pOOKH 1 aHaizy
nanux. 111o6 edexkrtuBHO mpamoBaTH 3 pandas 3aCTOCOBaHO CTPYKTYpH
nanux 0i0mioTexu: DataFrame i Series. Series Bjae i3 cebe 00'€KT, CXOKHUM
Ha OJHOBUMIPHHUI MacuB, aje BiIMITHOIO HOro pHCOI0 B HAIIOMY 3aBIaHH] €
HasBHICTH acOIifOBaHUX MITOK, IHAEKCIB, y3/IOBX KOXKHOTO €JIeMeHTa 3i
crcky. Taka ocoONMBICTH MEPETBOPIOE HOTO B acOI[iaTWBHUI MacwB ado
cnoBHUK. [l ynpaBniHHA AaHMMH NOOYIOBaHMX MOZEIEH 3acTOCOBAHO
Monmynms pickle, mo peamizye amroputMu cepiamizamii 1 mecepiamizanui
o0'extiB "Pickling" - mpouec neperBopeHHst 00'ekta Python B moTik 6aiTiB,
a "unpickling" - 3BopoTHa omeparis, B pe3yJbTaTi sSKoi MOTIK OalTiB
MEPETBOPIOEThC Hazan B Python-o06'ekr. BiOMiOTeKOO A1 MAIIMHHOTO
HaBYaHHA Oyyno oOpaHo scikit-learn, 1o opieHTOBaHA B MepIIly 4Yepry Ha
MO/ICTIFOBaHHS JIaHHX, 8 HE Ha 3aBaHTAXEHHS, MaHIMYJIALIIO 1 y3arajJbHEHHs
AHUX. 30 nmomomoru Oi0MIOTeKH HaMH 3IIHCHIOETHCI: MEpeXpecHa
nepesipka (Cross Validation) mis omiHku edekTHBHOCTI poOOTH Monenel
Ha HEe3aJIC)KHUX JaHUX Ta U1 TECTOBHUX HA0OPIB JaHUX i reHepallii HabopiB
JaHUX 3 TIEBHUMH BIACTUBOCTAMH NPH JOCHI/DKEHHI MOBEIIHKOBHX
BJIACTHBOCTEH MOJIENi, BU3HAYEHHS aTPHOYTIB B TEKCTOBUX JAAHUX.

Jnst Bigyanizauii po3nonily METpUUHHUX 3MIHHHX 3aco0amu 0i0iioTekn
Matplotlib BukopucToByIOThCSI HacTynHI TUIM rpadikiB ¢pyHkuii: distplot;
jointplot; rugplot; kdeplot.

Bisyaurizaitisi BiTHOCHOTO PO3IOALTY MIXK MapamMH 3MiHHHUX BUKOHY€ETHCS
3a nomoMoror meromis: pairGrid, pairplot, facetGrid. Jlns mapcunry BeO
CTOPIHOK Ta 300py TEKCTIiB cTareil Oymo oopaHo 6i0moTexy BeautifulSoup 3
6i6moTekoro Request s BimoOpaxkanus Bmicty URL-anpecu. [IpoToTrmu
rpadigyHoro nmamodopay BHBOAY JaHMX HaBeleHO Ha pwuc.5. Cucrema
moOymoBaHa Tak, MO0 30Mpae OCTaHHI HOBHHH 3 TOJOBHUX CTOPIHOK,
oOpanux Tphox caiitiB: «The Guardiany, «Sky News», «El Pais England».

VY 383Ky 3 TUM, MO0 KOXXHHMHA 3 IMX CalTiB Mae CBOIO BiacHy html
CTPYKTYPY CTOPiHKH, JOBEJIOCS CTBOPIOBATH TPH OKPEMHUX MOJIYi(TIapcepn)
JUTS KO)KHOTO 3 HHUX OKpeMo. PosrisiHemMo poOoTy kokHOro 3 HuX. Ha
mpuknani «El Pais England» cmodaTky BinmpaBisieTcs 3amuT  Ha
OTpUMaHHS 3MiCTy caiTy 3a pgomomoror Hamicianoro URL. Ham y
BIZITIOBIJIb TOBEPHETHCS PO3MITKA CTOPIHKH, SIKy MU 30€piraemMo, sik TEKCT.
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mber of news articles by news

Puc. 5. [Ipomomunu epagiunoco oawbopody inmepgeiicy cucmemu
[poananizyBaBIIK CTPYKTYpPY CaiiTy MU 0auyiMO, IO 3ar0JIOBOK KOXKHOT

HOBHHHU BHCTYIa€ TeroMm h2 i HanexxuTh Kiacy 'articulo-titulo', HasBHICTB
OKpEMOTO KJIacy AJIsi HOBMH 3HAYHO IOJETIINTh HaM 3ajgady 300py ycix
HOBUH.

3amyckaroud IONMIYK MH TiJpaxyeMo KUTBKICTh HOBHH, SIKi 3apa3
po3MimeHi Ha TONOBHIM cTopiHm. Ix 69 srigao 3aronoskis. Jlami
(hOpMYEThCSI CIIUCOK, SIKUH CKJIaJAETHCS 13 3ar0JIOBKIB HOBUH 1 MOCHJIaHb HA
cami TeKCTH. BUKOPHCTOBYIOYM YTBOPEHHH CIMCOK JICTAEMO TEKCTH HOBHH
Ta (hopMyeMO JBa HaOOpW AaHHUX: HAOIp AaHUX, SIKMHA Oyae BBOIUTHUCS N0
mozaeni (df features); wabip maHWX 13 3aroJOBKOM Ta TIOCHUJIAHHIM
(df_show_info). Merpukoro anas MOIyis 3 HAPCHHIOM CaiiTy € Yac, sIKHA
BHUTpPAYa€eThCs Ha 30ip HOBHH Ta iX jaHuX. i mporo yci mii Haj caifitom Ta
HOBHHAMH TIOMICTHJIM B OJIHY (YHKIIIO, fKa NOTIM OyJe BHKIMKaHA.
OTpuMaHuM pe3yJbTaToM € 3HaueHHs 2.640945 cekyHa, 110 BBaXKAETHCS
J00pUM  TIOKa3sHMKOM. MIHIMI3yBaTH dac BaXKJIMBO JUIl 3pY4YHOCTI
KOpHUCTyBadiB y MaiOyTHboMy. s caiity «The Guardian» BukoHanm yci Ti
* myHkTH. [IpoaHanizyBaBiIM BHSBWIM, IO HAa3BM HOBUH 3HAXOIATHCS Y
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te3i h3 i Hanexurts kiacy 'fc-item__title'. ¥V pesynprati 6yi0 otpumano 95
TEKCTIB Ta MIOCHJIAHHS HA HUX. Y pe3ysbTaTi yac 3aTpadeHuid Ha 30ip JTaHuX
3 caiity «The Guardian» BusiBEBcs MeHIIMM i JopiBHIOE 1.905263cekyH.
Huns caiity «Sky News» Oyio HOBTOPEHO IIarw MOIMEPEeTHIX HOBHHHHUX
MOPTAaJIiB, HAa3BM HOBWH 3HAXOAATHCSA y Te3i h3 # Hanmexuts kmacy 'linkro-
darkred'. ¥ pesynprari 6ymo orpumano 181 TeKCT Ta MOCHIaHHS Ha HHX.
Tax camo chopmoBaHO JBa HAOOPH MaHHX, sIKi 00 eaHAHI 10 Tabmmmax. Yac
BUTpadeHNH Ha meil caiit nmopiHioe 11.067029, mo 3HayHO mMoBIIE 3a
ToTiepeIHi pe3yNbTaTH, ajie BCe 3K TaKu JOMYCTHMO. Taky 3aTpHMKY 110 4acy
MOJKHa TMOSICHUTH CKJIaJHUM IHTep(eiicoM, IO Tpy3UThCS JOBIIE, Ta
OLIBLIOI0 KITBKICTIO HOBUH

4. locaix:keHHs po0OTH CHCTEMH
VY sgKocTi BHXIIHMX JaHUX B3ATI Habopu cratedl i3 BeO-caiiTiB qz,

theguardian, Feedly. Etanamu nocmimxenHst cranu 30ip i 00poOka NaHuX,
BifOIp craredl 3a HAWOUIBII NOMYJISIPHUMH pyOpUKaMM JUisi HaBYAHHS
Mozmeneit MH i ominka TodHOCTi Kimacuikamii 3 mmOopoM HaWOiMBII
MiAXOAAINX 3HAUeHb TileprnapamerpiB ISl Kpamoro 3 BHSBICHUX
knacudikaropiB. Ha 0a3i anamizy 3i0paHoi MeTaiH(popMaIii 1Mo CTaTTSIM
Oyno mimiOpaHO I'SITh OCHOBHMX KaTeropi craredl: Oi3Hec, po3Bard,
morituka, IT 1 3mopoB's. 3a pe3ynbTaTaMu MiapaxyHKy KUTBKOCTI TEKCTIB Y
KOXHIA 13 Kareropiii Oynu mnoOyaoBaHi KOXHY rpadiky (puc.6), mo
JI03BOJISIE HATJISAHIIIE BiJOOpa3uTH JiaHi (BiICOTOK i3 KaTeropii y BUOOpI).
BignosigHo 1m0 rpadika MOXKHA OauuTH, IO OUIbIIE TEKCTIB B
kateropisx IT, i MeHIIe BCbOro B 3aJy4eHHsIX, ajie He3BaXKAIOUHM Ha Te, L0
i JaHi 3aJMIIAIOTBECA  30aJaHCOBAHUMH, IO J03BOJISE YHHUKHYTH
JOJATKOBUX MaHIMyNAii mpu oOpoOmi manux. [ami Oymu mpoBexaeHi
npoueaypu 00poOKH Ta OYHUILEHHS TEKCTY, CTBOPEHHS CIOBHHKIB, a TAKOX
psAA OOYHCITIOBABHUX TMPOIECiB. 30KpeMa, BHAIIICHO HACTYIHI CICIialbHi
CHMBOJIM, IO MicTATbCst B TekcTi: \, \n, 's (amocTpod y mpuTAranbHHX
Micsx (Hampukian, government's = ypsia \'s), ' (anoctpod y npuTAransHUX
MICI[IX B IHIIMX TpaMaTHUHUX (popmax, " (umraty). Yci mi cumBonu Oynn
BHJIIJICHI 3 TEKCTy Ta 3aMiHEHI Ha CHMBOJI CUMBOJY 3 JIaHUX. Y Tpoleci
MIPOBEACHHS JOCHIPKEHHSI BHOPAHO BHITAIKOBE PO3OUTTS HabOpy MaHUX:
85% crmoctepexeHb, CKIIaJJOBUX TpeHyBalbHUI Habip i 15% crocrepexeHs,
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CKJIaoBUX TecToBHM Halip. IIpomec HamamTyBaHHS rineprapaMerpiB
Mozeni OyB BHKOHAHHMW 3 TMEPEXPECHOI0 BaliJAI€l0 TPEHYBAIBLHOIO
Habopy, MO0 KO’KHA MOJETh Kiach(ikaTopa cTajia Okl y3aralbHIOKYO0.

HactynmauMm eramom O0yB npoBeaeHuit po3paxyHok metpuku TF-IDF ms
BU3HAYCHHS TOTO, HaCKiHbKI/I Ba)KJIMBO KOXKHE CJIOBO B TEKCTI.

22%

20%

16%
14%
12%
10%
8%
6%
4%
2%

Business Entertainment Politics Health

Puc.6. [liacpama wacmku mexcmie y KOXHCHIN i3 BU3HAYEHUX KAMe20pill

% of articles in dataset
‘2

[Mpouec odopmieHHs noJArae B  HACTYIIHOMY: SIKIIO  CJIOBO
3YCTPIYa€ThCSI B OY/Ib-SIKOMY IOKYMEHTI 4acTO, MPHU IOMY 3YCTPIYa€ThCs
PiKO y BCIX IHIIMX JOKyMEHTaX, TO ILi¢ CIIOBO Ma€ HalOUIbIy 3HAUYUMICTh
JUTS HOTO JIOKyMeHTa. Jlaii Bi3HaueHO, 1[0 BChOTO BUALICHO Oau3bK0 300
CNIB Ul KOXKHOI TEMH 3 TeMH. BUKOHYETHCS HUISIXOM BHKJIHMKY METOIY
TfidfVectorizer(). Bin mouaTky oOpoOnseThCs NMUIIe TPEeHYBaIBHUI HaOip
JaHUX, TECTOBHH IPH LbOMY 3aJIMIIAETHCS HE3MIHHMM. B pesymbrari mMn
OTPUMAaEMO CJIOBA Ta CJIOBOCIIOJIyYEHHS, $IKI BUCTYNAIOTh HaHOUIBII
3HAYYIIMMH JJIs1 KOXKHOI 3 Kareropil. ®opMyBaHHS CIOBHHKIB 3 OKpEMHX
CIiB Ul KOXKHOI TEMaTHKHM CTaTedl MO3BOJMIO 3a0e3NeunTH HalKpaury
KOXHY (4MM TpU 3BHYAaHHUX CJIOBOCIIOJNYYEHHSX) BIAMOBIIHICTH OKPEMHUX
CTiB CEMaHTWYHOMY 3HAUEHHIO B paMkax kareropii. Ilicis HaBuaHHS
kiacudikaTopiB 1 OMIHKKA POOOTH MoJeNell 3 iICHyI0OUNMH KaTeropisiMu Oyna
JOJlaHa JoJaTKOBa Karteropis (iHIIe), y pa3i Km0 CTaTTS Ma€ HU3BKY
HaJIeKHICTh JI0 icHyro4oro Tuimy (puc.7). BcTaHOBIEHO, 1O SKIIO TPH
IoJ1a4i Ha BX1Jl IO CUCTEMH TEKCTYy HEBH3HAYCHOI KaTeropii (CEeMaHTHYHI HE
HaJle)KaTh PO3IIIAHYTIM I'ATH), TO Kiacudikatop cTaBuUB Ii JO HEBipHOI 3
TOYHICTIO OJ1M3bK0 89%. HacTymHOIO BEIMYHMHOK0, SIKY BU3HAYCHO B IPOIIECi
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aHaJi3y JaHHX € JOBXXKHHA TEKCTY KOXKHOT'O OKpPEeMOro 3amucy. J{oBKHHOIO
TEKCTY BHU3HAYCHO KIUIBKICTh CHMBOJIB, IO MICTUTBCA B KOXHIH 13
HOBUHHUX cTateil. Byno po3paxoBaHo, 1o siumie 7 TEKCTIB MICTUTH Oinblire
10 000 cumBomiB. I0o06 BHpa3uTH 3aJEKHICTH OUIBII TOBHO BHIIyYEHO
HalIoOBIII TEKCTH 3 BUOIpKH (puc.8).
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5.5 = Other
>,0%0
’ k = Politics

Business
= Entertainment
= Health

30,7%

Puc. 7. Biocomox mexcmie 0Jis1 KoducHOI kame2opii
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Puc. 8. Po3nooin 0osoicunu mexcmie 3i 3MIHEHUM MACUMAOOM
Ha ocHoBi THX camux maHuX Oyio moOyaoBaHO Jiarpamy po3maxy Box

Plot - e 3py4Huii croci6 Bi3yaJbHOTO MpPEACTABICHHS TIPYIH YHCIOBUX
JAaHUX Yepe3 KBapTWIi Ui Hamoro paracety (puc.9). Beranosnero, mio
X04a PO3MOJiN JOBKHHHE TEKCTOBHX 3aMUCIB Pi3HUIT A KOXKHOI KaTeropil,
PI3HHMIIS HE HA/TO BEJIMKA Ta € BHOCUTD JIOAATKOBOTO IIyMy y JaHi.

SxOu y Hac OyauM 3aHAATO Pi3HI MOBKHHH MIX KaTEropisMd, y Hac
BUHUKIA O mpoOjemMa, OCKUIBKM TIPOLEC CTBOPEeHHS (YHKINI MOxe
BPaxOBYBaTH KUIbKICTh cJiB. OjiHaK, CTBOPIOIOYM (YHKIIIT 32 JOMOMOTO0
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TF-IDF ouiHtoBaHHS, MU HOpMallizyeMo (YHKLI JHIIe it TOro, 100
YHHUKHYTH I[bOT0. Y TPOIIECi MOJICNIFOBaHHs OyJIH migiOpaHi rinmepmnapaMerpu
JUIS TiABHINCHHS SKOCTI Mojelni kiacuikaropa, sKi MOKa3ald HaWKparii
pe3yibratu. byna cknazeHa TaOnuIss MOXIMBHUX 3HAYCHb 1 MPOBEICHUI
pPaHIOMI30BaHUN  MOILIYK, BHUKOPHCTOBYIOUM 3-KpaTHY MEPEKPECTHY
nepeBipky (3 50 iTepamisimu). OIUH UK KPOCBANiIAIl] BKIIFOYA€E PO3OUTTS
Habopy NaHWX Ha YaCcTWHH, MOTIM MOOyIOBa MOJENi Ha OJHINA YacTHHI
(3BaHOI TpeHYyBaJIFHUM HaOOpOM), i Balifamis MOZET Ha IHINKA YacTHHI
(3BaHOI TECTOBMM HaOOPOM).

|
000 i
500
200

500

Hews_length

business entertainment politics sport ch
Category

Puc. 9. diacpama poszmaxy 0osocunu mexcmie no Kamezopiam

[[[o0 3MEHIIUTH PO3KHJ PE3yJIbTaTiB, PIi3HI MHUKIH KPOCBaJimaril
MPOBOMATHCS ~ HA  PI3HUX  MHOXHHAX, a pe3yjbTaTH  Bajimarii
YCEPEIHIOIThC 10 BCiX mukiax. Jus 1pOoro BUKOPHCTAHO METOJ
6i6miorexn sklearn train test split(). V sxocti napamerpiB ¢QyHKIii OyIo
NepelaHo  KOHTEHT TEeKCTy, MITKy KaTeropii, J0 SKOI HaJle)KUTh TEKCT,
po3Mip TectoBoi BHOIpkM (TOOTO y Hamomy Bunaaky 15%) 1 moka3HHK
random_state, SKMii BH3HAYMTh BHIIAJIKOBOIO BEIMYMHOIO 1HJEKCH HAIIMX
TPEHYBIFHUX Ta TECTY BAJILHUX BHOIPOK. Y pe3ysbTaTi METOJ HOBEpHE
HaM YOTHpPH MAacWBM X train, y train, x test, y test. Ilicnst oTpumaHHS
MoJieNield 3 KpalluMH TineprapameTpaMy, MPOBOJMBCS IOLIYK 0 TaOJIuIi
Ha 0a3i 3a JOMOMOToI 3-KpaTHOi MEpeXpecHOi MepeBipKH B IEHTPI IHX
3Ha4YeHb, BU3HAYaTH HalKpanly KomOiHamio 3 ycix. IlepeBaroio maHoro
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MiIX0/y € Te, IO 3a JOIMOMOTOI0 OOMEXEHOTO PaHIOMi30BaHOTO MOLIYKY
MH MOXEMO OXOIHTH Ha0arato OiIbLI IMIMPOKHH Jiala3oH 3Ha4YeHb JUIs
KOXKHOTO Tireprapamerpa, II0 iCTOTHO HE MiJBHIIYE 3aTpaTd dacy Ha
BU3HAYaJbHI CKCIIEPUMEHTH. Y SKOCTI METPHUKH OIIHKH MOJeJeH
kimacu(ikaTopiB  BHUKOPHCTOBYIOTBCS TOKAa3HHKH TOYHOCTi, TOYHOCTI,
3armaM'sITOBYBaHHS (BUKOPHUCTOBYETHCS AJISI BUMIPIOBAHHS OJIi TOSHUTHBHUX
3pa3KiB, MpaBWIBHO KiIacudikoBannx) i xrod F1-Score (mpencrasise cobi
cepelHe 3HAYCHHSA TapMOHII MDK 3HAUYCHHSAMH 3allaM'sTOBYBaHHA Ta
ToyHOCTi). [yl BWIIAIKOBOTO JIICY OTPUMYEMO HACTYNHI 3HA4YCHHS
rimepmapametpis{'bootstrap: False, "max_depth" 40, "max_features™:
"sgrt”, "min_samples_leaf ": 1," min_samples_split '5," n_estimators "800}.
Came B LUX B3HAYEHHSAX MOJENb JEMOHCTPYE HaMKpauy pe3yJbTaTH.
Cepennst TouHicTh MoJieNi 3 1MMU rinepnapamerpamu: 0,845. TouHicTs Ha
TpeHyBallbHOMY Habopi manux piBHa 1.0. TouHicTh Ha TecTOoBOMY HaOOpi
maanx - 0,83. Hacrymamm Oyino po3risHyTo MeTox K-OmmkHIX CycimiB,
KIIIOYOBUM  MMapaMeTpoM skoro € K'  KUIBKICTH — CycCinmiB, sKi
BUKOPHCTOBYIOTBCS 33 YMOBYAaHHAM JUId 3anuTiB. HaiiOimem BHCOKe
3HAUEHHs MOKa3HMKa TOYHOCTI Oyno orpumano mpu K = 6, cepenss
touHicth = 0,829. 3HaueHHs TOYHOCTI Ha TPEHYBalbHOMY HaOOpi JaHMX
nocsrio 0,839, a Ha TecTi TPOoxH MeHie, 1o cranoButh 0,818, s momeni
HAIBHOTO 6alicOBCHKOTO Kiacudikaropa rineprnapaMeTpH
BUKOPHCTOBYBaJIMCS 3a 3aMoBuyBaHHsM: alpha = 1.0, class_prior = None,
fit prior = True. Ha HaB4anbHii MHOXHHI JaHUX OYB JOCSITHYTHH
pe3ynmpTar accuracy = 0,813, Tomi sk Ha TECTOBOMY BHOOpi accuracy =
0,784. Ilicns Toro, sk Oyn¥M OTpHMaHI pe3yNbTaTH KiIacH]ikamii s BCix
cTBopeHnx Mozenei MH, Oyno BUKOHaHO IX MOpPIBHAHHA Ta 0OpaHO
HaiiOUIpIn TouHMI. Pe3ynmpraTé HaBeneHi B Tabmumi 1. JlaHi BimcopToBaHO
3a 3MEHIIEHHSIM TOYHOCTI Ha TecTOBOMY Habopi nanux. [Ticis mociimkeHHs
IIpU HaBYaHHI Kiacu(pikaTopy Ha TeKCTaxX 3 BU3HAYEHHUMH KaTETOPisIMH Ta
Mmojaui pi3HUX CTaTeH, sSKi He HaJeXaTh JO JKOAHOI 3 5 KaTeropii, Mu
BCTaHOBWJIM, IIO SKIIO TPAIUIBCS TEKCT 13 HEBU3HAYECHOI paHiIIe KaTeropii,
TO KJIACU(IKaTOP BiTHOCHUB i 10 HEBIPHOI 3 TOYHICTIO HE MEPETHYBIIH MOPIT
y 65%. 3rimo Ttabmumi 1 Bugao, mo Gradient Boosting Machine €
nepeBueHUM. HaiBHuii OaiiecoBckuii kiacuikaTop i MeTOx HaWOIMKYMX
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CyCiliB TOKa3ylOTb MEHII 3HauyHi pe3yjbTaTH, IpPOTe B IJIOMY JIOCUTH

e(pCKTHBHI.
Taoauna 1
TounicTb poboTH cTBOpeHux Moaened MH
Model name Train dataset accuracy Test dataset accuracy
1 Gradient Boosting 1.0 0.878
2 SVM 0.929 0.919
3 Naive Bayesian 0.813 0.784
4 KNN 0.839 0.818
5 Random Forest 0.845 0.83

[IpobGnema nepenaByanHs € piakictio B MH, T0OTO. MOzens mokasye
XOPOILIMK pe3yJbTaT Ha TPEHyBaJbHOMY HaOOpi JaHUX 1 3HAYHO BUIMH Ha
TECTOBOMY .

VY 3B'3Ky 3 IIi€l0 TEPEBUCHOI0 MOMEII0 MOXKHA BHIYYHTH JUIS
3a0e3neueHHst OUTBIIOT TOYHOCTI abo MPOBECTH MPOLEAYPY peryspisarii.
Haii0inpm TOYHI pe3ynbTraTé KiacHdikalii METOAy OMOPHHUX BEKTOPIB,
OCKIJIBKM MaloTh CaMy BHCOKY TOYHICTH TECTOBOTO Habopy Ta myke
HU3BKHI PO3KH]] MIXK TECTOBUM 1 TPEHYBaJIbHUM BUOIPKaMHU.

Jaxni npoBeneHa miabipka rinepnapaMeTpis Juis JaHOTO KiacudikaTopa 3
METOI0 BUBYEHHS TOTEHIiay MiABUIIEHHS Horo To4HocTi. ICHYIOTH pi3Hi
i Mozeneit SVM, MU po3risiHynu JTiHiNHI, curmoBuaHi Tta RBF.
PesynbraTi ouiHKM pi3HUX THMIB Mojeneir SVM 3anexHo Bix napamerpa C
y Tabmumi 2.

[IpoBeneno 13 okpemux OOYHCITIOBATBHHX EKCIIEpUMEHTIB. B mporeci
BUKOHAHHSA JIOCHI/DKEHb OyJio 3adiKCOBaHO INEpeHABYAHHS DALY MOJEIEH,
II0 YacTO 3YCTPIUaeThCsl KOJIM MOJENb IIOKa3ye HOOpHWH pesyiabTaT Ha
TPEHYBAJILHOMY HAa0Opi JaHUX i BiTHOCHO TipIINi Ha TECTOBOMY. Y 3B’S3KYy
3 MM MH BWIydald 3 BHUOIPKM NepeHaByYeHi Mojeli, a HaNTOYHIIIMNA
pe3ysIpTaT Ma€ METOJ ONMOPHHUX BEKTOPiB, OCKIJIBKM Ma€ HalWBUILy Accuracy
TECTOBOTO HAOOPY.

BusnadeHo accuracy mpH TIOpiBHSHHI Mojeleil Ta Tpu BHOOPI
Halflkpamux TimeprmapaMeTpiB. Y TEpmIOMy BHUIAAKy MH OOYMCIHIN
accuracy SK Ha HaBYaJIBHHMX, TaK 1 Ha TECTOBMX Habopax, 100 BUSBUTH
MOJIeJI HaUIHIIKIB.

OnmHak MM TakOX OTpPHUMall MaTpUIIO MOMWIOK (confusion matrix) ta
3BiT Tpo Kknacudikamniro (skuit oOuncioe precision, recall Ta F1-Score s
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BCIX KJIaciB) ISl KOKHOT MOJeNi, 00 MM MOIJIM Jajli IHTepHpeTyBaTH iX
MTOBEIHKY.

Taoaunsa 2

3HaveHHs Pi3HUX THHIB Mojelneir SVM

param_kernel = linear param_kernel = rbf parasriré_rﬁglifgel =
No parém_ Accuracy | F1-Score ACC;JraC SI(::é;e Acc;rac S';é;e
0 0,1 0,949 0,901 0,961 0,896 0,882 0,784
1 0,2 0,963 0,924 0,969 0,927 0,903 0,848
2 0,3 0,968 0,948 0,968 0,918 0,915 0,844
3 04 0,965 0,945 0,969 0,928 0,922 0,887
4 0,5 0,968 0,929 0,969 0,947 0,893 0,842
5 1 0,965 0,936 0,969 0,936 0,912 0,831
6 15 0,961 0,942 0,97 0,962 0,889 0,799
7 2 0,959 0,93 0,963 0,908 0,913 0,841
8 25 0,958 0,929 0,956 0,921 0,91 0,855
9 3 0,955 0,926 0,939 0,887 0,875 0,831
10 35 0,953 0,953 0,9 0,834 0,856 0,806
11 4 0,952 0,949 0,823 0,759 0,831 0,791
12 45 0,952 0,941 0,745 0,653 0,813 0,751
13 5 0,95 0,932 0,71 0,614 0,806 0,749

Haiikpauuii pesynsrat Tounocti (0,97) orpumano B mojeni RBF npu C
= 1,5. I'padik 3aeKHOCTI TOUHOCTI BiJ| CIIIBBIJHOLICHHS raMMa HaBe/ICHO
Ha puc.10. I'padix mokazHukiB F1 mias koxuoro param kernel i3 C
HaBeJeHo Ha puc.11.

VY rtabnuui 3 HaBeJEHO PE3yJIbTATH JOAATKOBUX JOCIIJDKEHb MOJeel
st 10 cuenapiiB HaOopiB mapamerpiB. RBF mopmens metomy omopHUX
BEKTOPIB NOKa3aJla Kpamiid pe3yabTaT 3a JIiHIHHY.

Od4eBUIHO, IO BUKOPHUCTAaHHS JOCTI/DKEHUX IapaMeTpiB B TEBHIH
KOMOiHAI1 J03BOJISIE MiABUINMTH PIiBEHb SIKOCTI Kiacuikamii TEKCTOBUX
HOBHH.

[NopiBHsABIIHK pi3HI KIacu(iKaTOpy HaWKpaIIUi pe3yIbTaT 3 HaHBUIIOO
TOYHICTIO TIOKa3aB METO]I OTIOPHHUX BEKTOPiB. 3HAUEHHsSI Accuracy J0CSTIIO
0.940120, ane mimiOpaBmw ToYHIME KOe(IilliEHTH HAM BIANIOCS IiIBHIIUTH
3HayeHHs wmiei MeTpukud 1o 0.970133333, mo B MOpIBHAHHI 3 IHIIUMH
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kinacudikaTopaMu € BHUIIUM TOKAa3HUKOM, IO CBITYUTH PO MOMKIMBOCTI
TIOHIHTY MOJIEJICH Y TOJIANIBIIIOMY.

Taoaunsa 3
3HaYCHHS TOJAATKOBUX JOCIIKEHb 32 2 mapaMeTpaMu
param_gamma param_kernel ACCURACY
1 0,1 rbf 0,949
2 0,2 rbf 0,963
3 0,3 rbf 0,968
4 04 linear 0,965
5 05 linear 0,968
6 1 linear 0,965
7 15 sigmoid 0,961
8 2 sigmoid 0,959
9 25 sigmoid 0,958
10 3 sigmoid 0,955
7 0,975 O.‘g?
£ 095
b5
< 0,925
0.9
0.875
0.85
0.825
0.8
0.775
0.75
0,725
0.7
0 0.5 1 1,5 2 2.5 3 3.5 4 45 5
Accuracy linear Accuracy RBF Accuracy Sigmoid c

Puc. 10. I'pagix mounocmi ons xoxcnoeo param_kernel 3 C

Cnij 3a3Ha4MTH, 10 HAWBUINUKA DPE3yJbTaT METPHKH JOCSTAEThCS 32
nmoromoroo RBF, Tounicte = 97% 1 F1 Score = 96,2% 31 3nHauenusm C =
1,5. biuspki, ane TpOXW MEHIN 3Ha4YeHHS (TOYHICTh Onm3bko 96,5% i
ominka F1 6mu3eko 94,3) Oy oTprMaHi Ha OCHOBI BUKOPUCTAHHS JIiHIHHO1
(GyHKIIT, HAWTipIIi pe3yJIbTaTH JIEMOHCTPY€e CHUIMOinHa (QyHKIis (TOYHICTH
6mm3bk0 92,6% 1 ouinka F1 6xm3pko 89,4), sika Bka3zye Ha HasiBHICTH XOY i
HE HAJTO BEIUKOTo, ajie ICHYIOYOro 3B’S3Ky MDK 3HAUCHHSMHM LHX
rapaMeTpiB Ta iX BIJIMBOM Ha KiHIIEBY TOYHICTb MOJEI.
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g 0.962
o 0,975 Y
g 095
“ 0,925
=
0.5 1 1,5 2 2,5 3 35 4 4.5 5
F1 linear F1 RBF F1 Sigmoid =

Puc. 11. I'paghix nokasnuxis F1 ons koocnozo param_kernel iz C
5. BucHOBKHM

B pesynbrari maHOrO MOCHIIKEHHS OYyJI0 pO3pOOJICHO MpPOrpaMHe
3a0e3neueHHss aBTOMaTH3alii Kiacu(ikalii TEKCTOBHX CTaHIB Ppi3HOI
TEMaTUKK Ha 0a3i BUKOPHCTAHHS ajlrOPUTMIB MAIIMHHOTO HABYaHHS Ta
MIPOBEICHO HOTO TecTyBaHHA. BeTanoBieHo, Momens SVM Ha 6a3i ¢yHKmin
RBF € naiikpamuMm pe3ynbTaToM 3a IiHiMHY. Lle cBimumte mpo Te, mo
3aada IOITYKY MOXKIMBUX KOMOIHAIIN TimeprnapaMeTpiB € akTyalbHOI,
T.K. IPaBWJIHHO MMiAiOpaHi 3HAYeHHS JO3BOJISIOTH IiJBUIIUTH PiBEHB SKOCTI
knmacuikamii TEKCTOBUX CTaHIB. 3aBISKH OMHUCAHOMY WiJXOJy TOYHICTH
knacudikamii Oyna 30inblIeHa B cepeIHbOMY Ha 5-6%. Y momanbimiomy
JIaHUH TIpoliec Mo)ke OyTH aBTOMATH30BaHMM 32 paxyHOK BIIPOBAJKEHH:
MOXIIMBOCTEH ITEpaTUBHOIO MPOTOHY MOjeneil y BUOpaHOMY Jiana3oHi y
0araTonoTOYHOMY PEXHMi, HI0 MOXE 3a0e3MEeYUTH CYTTEBE 3HIDKCHHS
TUMYACOBHX BUTPAT Ha POBECHHS BUMIPHHUX MPOLECIB.

6. Jlireparypa

[1] N. Rudnichenko, V. Vychuzhanin, N. Shybaieva, D. Shybaiev, T. Otradskaya, 1. Petrov,
The use of machine learning methods to automate the classification of text data arrays large
amounts. Information management systems and technologies. Problems and solutions. Ecology,
Odessa, (2019) 31-46.

[2] V.V. Vychuzhanin, N.D. Rudnichenko, Metody informatsionnykh tekhnologiy v
diagnostike sostoyaniya slozhnykh tekhnicheskikh sistem. Monografiya, Odessa (2019).

[3] N. Rudnichenko, S. Antoshchuk, V. Vychuzhanin, A. Ben, I. Petrov, Information System
for the Intellectual Assessment Customers Text Reviews Tonality Based on Artificial Neural

185



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

Networks. Proceedings of the 9th International Conference "Information Control Systems &
Technologies" (2020) 371-385.

[4] N. Rudnichenko, V. Vychuzhanin, I. Petrov, D. Shibaev, Decision Support System for the
Machine Learning Methods Selection in Big Data Mining. Proceedings Of The Third
International Workshop on Computer Modeling and Intelligent Systems (CMIS-2020): session
6 “Intelligent Information Technologies (2020) 872-885.

[5] N. Rudnichenko, S. Antoshchuk, V. Vychuzhanin, A. Ben, I. Petrov, Information System
for the Intellectual Assessment Customers Text Reviews Tonality Based on Atrtificial Neural
Networks. Proceedings of the 9th International Conference "Information Control Systems &
Technologies" (2020) 371-385.

[6] N.D. Rudnichenko, V.V. Vychuzhanin, N.O. Shibaeva, D.S. Shibaev, T.V. Otradskaya,
I.M. Petrov, Software development for interactive big data mining based on machine learning
methods. Actual problems of information systems and technologies: monograph (2020) 59-71.
[7] W. Lidong, A, Cheryl, Machine Learning in Big Data. International Journal of
Mathematical, = Engineering and  Management  Sciences 1  (2016) 52-61.
doi:10.33889/IJMEMS.2016.1.2-006.

[8] Q. Junfei, Wu. Qihui, D. Guoru, Xu. Yuhua, F. Shuo, A survey of machine learning for big
data processing. EURASIP Journal on Advances in Signal Processing (2016). doi:
10.1186/513634-016-0355-x.

[9] B.O. Bliznyuk, L.V. Vasilieva, I.D. Strelnikov, D.S. Tkachuk, Modern methods of natural
language processing. Visnik of Kharkiv National University of the Name of V.N. Karazin
(2017).

[10]V.S. Yuskov, I.V. Barannikova, Comparative Analysis of Natural Language Processing
Platforms. Mining information and analytical bulletin 3 (2017) 272-278.

[11]IN.I. Widiastuti, Deep Learning — Now and Next in Text Mining and Natural Language
Processing. IOP Conference Series: Materials Science and Engineering 407 (2018).
doi:10.1088/1757-899X/407/1/012114.

[12]H.Li, Deep learning for natural language processing: Advantages and challenges. National
Science Review 5 (2018). doi:10.1093/nsr/nwx110.

[13]D.V. Noskov, Text classification using machine learning algorithms. Bulletin of Science
and Education. Ne40 (2018) 39-41.

[14]T.V. Batura, Methods for automatic classification of texts. Software products and systems.
Ne30 (2017) 85-89. doi: 10.15827 / 0236-235X.030.1.085-099

[15]W. Yang, J. Boyd-Graber, P. Resnik, A discriminative topic model using document
network structure. Proceedings of the 54th Annual Meeting of the Association for
Computational Linguistics (2016) 686-696.

[16]D.A. Adeniyi, Z. Wei, Y. Yongquan, Automated web usage data mining and
recommendation system using K-Nearest Neighbor (KNN) classification method. Applied
Computing and Informatics (2016) 90-108.

[17]J. Lilleberg, Y. Zhu, Y. Zhang, Support vector machines and word2vec for text
classification with semantic features. Cognitive Informatics & Cognitive Computing 2015
IEEE 14th International Conference (2015) 136-140.

[18]A. Jain, J. Mandowara, Text classification by combining text classifiers to improve the
efficiency of classification. International Journal of Computer Application. Ne2 (2016).
[19]M.N. Krasnyansky, A.D. Obukhov, A.A. Voyakina, E.M. Solomatina, Comparative
analysis of machine learning methods for solving the problem of classifying documents of a
scientific and educational institution. Voronezh State University Bulletin. Series: Systems
Analysis and Information Technology. Ne3 (2018) 173-182 10.17308/sait.2018.3/1245.

186



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

[20]0. Abikoye, S. Omokanye, T. Aro, Text Classification Using Data Mining Techniques: A
Review. Information Systems Education Journal. Ne22 (2018) 1-8.

[21]J. Han, H. Ji, Y. Sun, Successful Data Mining Methods for NLP. (2015) 10.3115/v1/P15-
5001.

[22]U. Sivarajah, M. Mustafa Kamal, Z. Irani, V. Weerakkody, Critical analysis of Big Data
challenges and analytical methods. Journal of Business Research 70 (2017) 263-286.

[23]P. Bala, Introduction of Big Data With Analytics of Big Data. Advanced Deep Learning
Applications in Big Data Analytics (2021) 110-125.

[24]J. Won, K. Gun, L. Jiwon, L. Hyunwuk, H. Dongho, R. Won, Deep learning with GPUs.
Advances in Computers (2021) doi: 10.1016/bs.adcom.2020.11.003.

[25]H. Ryan, K. Panagiotis, P. Charalampos, T. Lazaros, L. Xing, L. George, A Prototype
Deep Learning Paraphrase Identification Service for Discovering Information Cascades in
Social Networks. IEEE International Conference on Multimedia and ExpoAt (2020). doi:
10.1109/ICMEW46912.2020.9106044.

[26]S. Will, Neural Networks in Big Data and Web Search. NEURAL NETWORKS IN WEB
SEARCH 4 7 (2018) doi:10.3390/data4010007.

[27]L. Zichao, J. Xin, S. Lifeng, L. Hang, Paraphrase Generation with Deep Reinforcement
Learning. Proceedings of the 2018 Conference on Empirical Methods in Natural Language
Processing (2018) 3865-3878. doi:10.18653/v1/D18-1421.

[28]W. Qiang, L. Bei, X. Tong, Z. Jingbo, L. Changliang, W. Derek, C. Lidia, Learning Deep
Transformer Models for Machine Translation (2019) 1810-1822. doi:10.18653/v1/P19-1176.
[29]V.S. Yuskov, I. V. Barannikova, Comparative Analysis of Natural Language Processing
Platforms. Mining information and analytical bulletin 3 (2017) 272-278.

[30]H. Hassan, C. Beneki, S. Unger, M. Mazinani, M. Yeganegi, Text Mining in Big Data
Analytics. Big Data and Cognitive Computing 4 1 (2020). doi:10.3390/bdcc4010001.

[31]S. Zhou, Research on the Application of Deep Learning in Text Generation. Journal of
Physics: Conference Series 1693 (2020). doi:10.1088/1742-6596/1693/1/012060.

[32]A.O. Soshnikov, The role of the functional-semantic type of speech in the process of
automatic processing of natural language. Eurasian Union of Scientists 15 (2015) 134-135.
[33]C. Hou, C. Zhou, K. Zhou, J. Sun, S. Xuanyuanj, A Survey of Deep Learning Applied to
Story Generation (2019). doi:10.1007/978-3-030-34139-8_1.

[34]T. Young, D. Hazarika,S. Poria, E. Cambria, Recent Trends in Deep Learning Based
Natural Language Processing. IEEE Computational Intelligence Magazine 13 (2018) 55-75.
[35]A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. Gomez, L. Kaiser, 1.
Polosukhin, Attention is all you need. Proceedings of the 31st International Conference on
Neural Information Processing Systems (NIPS'17). NY, USA (2017).

[36]Y. Wu, L. Liu, Z. Xie, K. Chow, W. Wei, Boosting Ensemble Accuracy by Revisiting
Ensemble Diversity Metrics, in Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, 2021, pp.16469-16477.

[37]F. Rashidi, S. Nejatian, H. Parvin, V. Rezaie, Diversity based cluster weighting in cluster
ensemble: an information theory approach, Artificial Intelligence Review, 52 (2019), 1341
1368. DOI:10.1007/s10462-019-09701-y.

[38]R. Burton, S. Cuff, M. Morgan, A. Matt, M. Eberl, GeoWaVe: Geometric median
clustering with weighted voting for ensemble clustering of cytometry data, Bioinformatics
(Oxford, England), (2022). DOI:39. 10.1093/bioinformatics/btac751.

[39]1Z. Wang, H. Parvin, S. Qasem, B. Tuan, K. Pho, Cluster ensemble selection using balanced
normalized mutual information, Journal of Intelligent & Fuzzy Systems, 12 (2020) 1-23. DOI:
DOI:10.3233/JIFS-191531

187



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

[40]S. Bi, W. Liu, Clustering Analysis of Online Teaching Cases and Evaluation of Teaching
Results, International Journal of Emerging Technologies in Learning (iJET), 18 (2023) 128-
142. DOI:10.3991/ijet.v18i03.38055.

[41]H.Li, X. Ye, A. Imakura, T. Sakurai, LSEC: Large-scale spectral ensemble clustering.
Intelligent Data Analysis, 27 (2023) 59-77. DOI:10.3233/IDA-216240.

[42]T. Ucar, A. Karahoca, Benchmarking data mining approaches for traveler segmentation,
International Journal of Electrical and Computer Engineering (IJECE), 11 (2021) 409-416.
DOI: 10.11591/ijece.v11il.pp409-415.

[43]S, Rogic, L. Kascelan, Segmentation Approach for Athleisure and Performance Sport
Retailers Based on Data Mining Techniques, International Journal of E-Services and Mobile
Applications, 13 (2021) 71-85. DOI:10.4018/IJESMA.2021070104.

[44]A. Gunandi, H. Awang, E. Alhawad, L. Shabaan, Customer Value and Data Mining in
Segmentation Analysis, International Journal of Information Technology and Computer
Science Applications, 1 (2023) 20-34. DOI:10.58776/ijitcsa.v1il.16.

[45]C. Gonzélez, R. Delgado, J. Maria, S. Santos, Segmentation of Potential Fraud Taxpayers
and Characterization in Personal Income Tax Using Data Mining Techniques, Revista Hacienda
Publica Espafiola, 239 (2021) 127-157. DOI:10.7866/HPE-RPE.21.4.4.

UDC 004.853

SYSTEM FOR EVALUATION AND ANALYSIS OF TEXT
CONTENT BASED ON MACHINE-BASED ALGORITHMS

Ph.D. Rudnichenko M.2, Ph.D. Shibaeva N.2, Ph.D. Otradska T.?,
Ph.D. Potienko O.2 Ph.D. Shpinareva 1.2, Dr. Sci. Petrov 1.

aNational University “Odeska Polytechnic”, Ukraine
bNational University "Odeska Maritime Academy”, Ukraine
E-mail: nickolay.rud@gmail.com, nati.sh@gmail.com, tv_61@ukr.net,
firmn@gmail.com, frumle@ukr.net, iryna.shpinareva@onu.edu.ua

Abstract. The work shows and examines the results of developing and researching a system for
automating evaluation processes and analyzing text content in the application of classifying
text articles in the context of various machine learning methods. The results of the analysis of
the specifics and problems of subject matter, the peculiarities of processing natural language,
the relevance of the consolidation of elements, methods and features of individual intelligence,
as well as the intelligent analysis of data for the assignment of classification are determined.
An object-oriented modeling of software based on the UML language has been carried out
using a number of diagrams, and the structure of the system has been described. The
procedures for reprocessing and purification of data sets for further investigation are reviewed,
numerical estimates of metrics for assessing classification accuracy of 5 different machine-
based algorithms on initial and text selections are determined. A procedure was carried out to
select the hyperparameters most suitable from the selected models by increasing the accuracy
of classification.

Keywords: intelligent data analysis, text classification, text analysis, natural language
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Abstract. The chapter is devoted to implementation of the data mining purposes related to the
astronomical processing configuration parameters during invocation of the image processing
pipeline. Each processing module in the pipeline has a lot of configuration parameters, which
allow tuning the processing process as well to improve the accuracy and speed of calculations
during processing. Because of the big amount of such configuration parameters in the complex
pipeline of scientific software, the data mining approach is very useful and productive. For our
research we have selected scientific software for detection of the moving objects in a series of
CCD-frames called “CoLiTec”. Such software performs a lot of different image processing
tasks, like filtering, background alignment, objects detection, astrometry, photometry, motion
detection, etc. The CoLiTec software consists of more than 30 mathematical and processing
modules related to the different stages of image processing, where each of them has a lot of
configuration parameters to be set. So, to resolve the management issues of astronomical
processing configuration parameters, the developers decided to create a new tool for the data
mining of such parameters called “ThresHolds”. It was implemented as sofiware with
graphical user interface (GUI) using the Java programming language, JavaFX technology. The
main goal of ThresHolds tool is to classify configuration parameters, manage and validate
them, visualize for the end user, and prepare the batch of required parameters for the
appropriate stage in processing pipeline. The ThresHolds tool in scope of the CoLiTec software
was successfully installed as the main astronomical image processing pipeline in the different
observatories.

Keywords: Data mining, big data, processing pipeline, dataflow, configuration parameters,
image processing, machine vision, CoLiTec

1. Introduction
There are different tasks for the astronomical image processing and

machine vision purposes in astronomy. Some of them are as follows:
filtering [1], brightness equalization [2], background alignment [3], object
and motion detection [4, 5], astrometry, photometry, images cross-matching,
object recognition [6], Wavelet coherence analysis [7] and others. Such
astrophysical objects that can be processed and detected in the series of
CCD-images [8] are as follows: galaxies, stars, robots [9, 10], drones [11],
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rockets, satellites [12], and even comets or asteroids [13]. The complex
scientific processing pipelines are required to implement the different image
processing and machine vision tasks. In common words, the processing
pipeline is a set of data processing modules connected in series, where the
output of one module is the input of the next one [14]. The modules in
pipeline are often executed consequently one by one and rare in parallel or
in time-sliced fashion. Also, there are different buffer storage can be
inserted between the modules to save the intermediate results or processing
data. There are different processing pipelines in the software engineering
and computer science [15]:

—instruction pipeline is a classic pipeline that is used in the
microprocessors and central processing units (CPUs) to allow overlapping
execution of multiple instructions with the same circuitry. Such circuitry is
often divided up into stages and each stage is responsible for the processing
of a specific part of one instruction at a time and passing results to the next
stage (for example, instruction for the coding/decoding/encoding,
logic/arithmetic or register fetch).

—graphics pipeline is a pipeline in the most graphics processing units
(GPUs), which contains the multiple arithmetic units for implementing the
different stages of rendering operations (for example, window clipping,
color and light calculation, perspective projection, rendering, etc.).

—software pipeline is a sequence of computing processes (program runs,
commands, tasks, procedures, threads, etc.) that executed in parallel, with
the output stream of one process being automatically fed as the input stream
of the next one.

Along with the software processing pipeline the data pipeline, known as
a dataflow, is also performed. And when the processing is performed with
the big astronomical data along with the configuration parameters of each
mathematical and processing module, the data mining approach is very
useful [16]. Data mining is an analysis step of the "knowledge discovery in
databases" (KDD) process [17]. The data mining carries out about the useful
information extracting using the intelligent methods from a data set or
configuration parameters set to transform it according to the required
contracts and protocols and prepare for the further usage in the processing
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pipeline [18]. In astronomy almost all astronomical images are made by the
CCD-camera [19] and can be received for the processing pipeline from the
different sources: archives, servers, predefined series of frames, Virtual
Observatories [20], clusters, etc. Such big astronomical data is used for the
different image processing and machine vision purposes [21], like
analyzing, acquiring, pre-processing, processing, and extraction of high-
dimensional astronomical information [22] from the pipelines. Such
purposes are focused on but not limited to the following tasks: brightness
equalization and background alignment [23], object’s images detection [24],
moving objects detection [25], astrometry of object’s image [26],
photometry of object’s image [27], the estimation of the object’s image and
motion parameters [28], reference objects cataloging [29], objects
recognition [30], matched filtration [31], time series analysis [32], Wavelet
coherence analysis [33] and others. In this chapter we presented a
description of the different processing pipelines, selected one of the
astronomical scientific software based on such processing pipeline,
described the implementation of data mining purposes related to the
astronomical processing configuration parameters during invocation the
image processing pipeline and its implementation in the developed
ThresHolds tool. It is specially designed as a part of the CoLiTec project
[34] for working with a big amount of astronomical configuration
parameters that are used by the different mathematical and processing
modules and components. Also, the implementation of the developed
Telescope tool, which is designed for mining the big astronomical data from
the different archives, parsing the metadata from each astronomical file, and
collecting it with the further insertion into the database. Thus, the main aim
of this chapter is the development and research of the helpful tool
ThresHolds for data mining of astronomical processing configuration
parameters. The rest of this chapter is organized as follows.

Section 2 presents details about the processing pipeline of the selected
scientific astronomical software called “CoLiTec”. In section 3, the authors
discuss in detail the development of the ThresHolds tool and its data mining
tasks for the processing configuration parameters. Section 4 outlines the real
astronomical examples and successful implementation of the mentioned
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helpful tool. The chapter ends with a conclusion in section5 and
acknowledgements in section 6.

2. Processing pipeline in the CoLiTec software
For our research we have selected astronomical scientific software for

detection of the moving objects in a series of CCD-frames called “CoLiTec”
(Collection Light Technology), which implements the image processing
pipeline. Such software performs almost all astronomical image processing
tasks, like filtering [35], brightness equalization [23], background alignment
[3], image stacking/segmentation [25], object detection [4], motion detection
[5], object astrometry [26], object photometry [27], object’s image and
motion parameters estimation [28], machine (computer) vision [23] of the
reference objects to be cataloged [31], object recognition [36] time series
analysis [32], Wavelet coherence analysis [33], machine learning
recognition [30] and others. The modern CoLiTec software was developed
using different technologies and approaches for big data processing, data
mining, and machine vision. In the astronomy direction, the CoLiTec
software is designed to perform the following main stages of machine vision
and image processing: pre-processing (astronomical data collection -> worst
data rejection -> useful data extraction -> classification -> clustering ->
background alignment -> brightness equalization), processing (recognition
patterns applying -> machine vision -> object’s image detection ->
astrometry -> photometry -> tracks detection), knowledge extraction
(astronomical objects to be discovered, tracks parameters for the
investigation, light curves of the variable stars). More features of the
CoLiTec software are detailed described below [38]:

— processing images with the very wide FOV (<10 degrees?);

—calibration and cosmetic correction in automated mode using the
appropriate calibration master frames and their creation if necessary;

—brightness equalization and background alignment of the images in
series using the mathematical inverse median filter;

—rejection of the bad and unclear observations and measurements of the
investigated astronomical objects in automated mode;

—fully automatic robust algorithm of the astrometric and photometric
reduction of the investigated astronomical objects;
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—detection of the faint investigated astronomical moving objects in a
series of CCD images with a signal-to-noise ratio (SNR) of more than 2.5 in
automated mode;

—detection of the very fast investigated astronomical objects (<40.0
pix./frame) in automated mode;

—detection of the astronomical objects with near-zero apparent motion
(from 0.7 pix./frame) in automated mode;

—rejection of the investigated astronomical objects with bad and
corrupted measurements in automated mode;

—viewer of the processing results with simple and understandable
graphical user interface (GUI) by the LookSky software;

—confirmation of the most interesting astronomical objects at the night
of their preliminary discovery;

—multi-threaded processing support;

—multi-cores systems support;

—support of managing the individual threads and processes;

—processing pipeline managed by the On-line Data Analysis System
(OLDAS);

—deciding system of the processing results, which allows to adapt the
end-user settings and inform the user about the processing results at each
stage in the pipeline;

—subject mediator as a major part of the data control in the pipeline
during processing.

CoLiTec software realizes the different knowledge discovery in
databases and data mining approaches, like pre-processing, clustering,
classification, identification, processing, summarization. CoLiTec software
is a very complex astronomical system for the big data sets processing,
which includes the different features, user-friendly tools for the processing
management, results reviewing, integration with online astronomical
catalogs and a lot of computational components and modules that are based
on the developed mathematical methods [5, 28, 37]. The high level
processing pipeline with the developed modules and implemented methods
of the CoLiTec software is presented in Fig. 1. Totally, the CoLiTec
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software consists of more than 30 mathematical and processing
modules/components related to the different stages of the image processing
that included to the common processing pipeline. Each such
module/component has a lot of configuration parameters to be set for the
proper image processing and tuning the processing results. All relationships
between processing modules and components in the CoLiTec software are
based on the predefined contracts as a stable form of the input description
for the module processing. Almost all contracts have a fixed structure and
description based on the eXtensible Markup Language (XML) [38].

This is a file format with the main purposes to serialize, store, transmit,
and reconstruct the different arbitrary data. XML defines a set of rules for
encoding documents in a format that is both human-readable and machine-

readable.
/s 5 .
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Module for
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center Module for amplitude-

coordinate deleclion

Fig. 1. The high level processing pipeline of the CoLiTec software

The main design goals of XML are to emphasize simplicity, generality,
and usability across the processing modules. For the exchanging of different
kind of information between two disparate and separate processing modules,
they need to agree upon a file format, and the XML standardizes this
process. Generally, the XML file is a file with the textual data format with
strong Unicode support and a fixed structure. Each XML document has a
hierarchical structure and is conceptually interpreted as a tree structure,
called the XML tree. Such tree should contain the root element (only one
parent element of all other elements), sub elements with attributes and text.
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The example of XML file with the astronomical configuration
parameters in the CoLiTec software is presented in Fig. 2.
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Fig. 2. The example of XML file with the astronomical configuration
parameters in the CoLiTec software
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Totally, there are more than 700 astronomical configuration parameters
related to the different image processing tasks performed by up to 30
processing modules in the pipeline of CoLiTec software. The structure of
such XML configuration file has the restricted rules:

—each element of the XML tree has the required attributes: “default” and
“type”;

— “default” and “type” attributes should not be empty;

—“type” attribute should have only fixed values according to the XML
Schema Definition (XSD) [39] defined by the World Wide Web Consortium
(W3C) [40]: “xs:string”, “xs:boolean”, “xs:integer”, “xs:decimal”;

—each element should contain the text;

—“list” attribute is allowed with coma separator only for element with
type “xs:string”;

—“min” and “max” attributes are required only for element with types
“xs:integer” and “xs:decimal’;

—“min” and “max” attributes should have the values according to the
“type” attribute;

—“node” attribute should contain only the following values: “checkbox”,
“textfield”, and “radiobutton”;

—“id”, “label” and “node” attributes are optional, but should not be
empty;

—“id” attributes should contain the unique value;

—“label” attribute should contain the text value.

3. Data mining by the ThresHolds tool
Under the research in scope of the CoLiTec project [34] we have

developed the ThresHolds tool for the following data mining and processing
tasks: mining the astronomical processing configuration parameters;
classification, managing and validating of the astronomical processing
configuration parameters; visualization for the end user; preparing the
batch of required configuration parameters for the appropriate stage in
processing pipeline of the big astronomical data from the different storages
and archives.

The ThresHolds tool realized the different data mining tasks, like
receiving, storing, selecting, preprocessing, transforming, useful data
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extraction, classification, and knowledge discovery in databases (KDD)
[17]. The following stack of different technologies were used for the
ThresHolds tool development: Java programming language [41]; JavaFX
technology for graphical user interface (GUI); Maven for compilation and
building; Java Development Kit (JDK) [42]; Open JDK; XML [38]. As a
JDK the developers selected the Open JDK as an open-source and free Java
platform including the Java machine, which is supported by the Java
community instead of the Oracle JDK. The Open JDK plays the role as a
platform for developing the client applications for desktop, laptop, and
tablet PCs and is a cross-platform, so it supports the different operational
systems (OSs), like Windows, Linux, MacOS. The ThresHolds tool has a
GUI for visualization of the processing configuration parameters for the end
user and the additional useful features described below. The ThresHolds tool
is designed for the full integration with astronomical image processing
pipeline of the CoLiTec software and performs the following data mining
tasks:

—recurrency searching for the configuration XML files;

—visualization by the dynamically creating the GUI according to the data
in the configuration XML file;

—managing the astronomical configuration parameters by the end user
using the GUI (see some examples of different sections in Fig. 3 - 6);

—mining the astronomical processing configuration parameters from the
modified XML file;

—classifying the astronomical configuration parameters according to the
different image processing tasks and stages in the processing pipeline;

—validating the astronomical configuration parameters according to the
restricted rules;

—dynamically generating the batch of required parameters for the
appropriate image processing tasks and stages in the processing pipeline.

The task panel (see Fig. 7) in the ThresHolds tool allows selecting
appropriate processing task. According to the selected processing task, the
user can perform accurate adjustment of all parameters that are available in
the tree menu.
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Fig. 3. The “Basic settings” section of the ThresHolds tool
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Fig. 4. The “AstroPhotoMetry catalogs” section of the ThresHolds tool
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Fig. 5. The “AstroPhotoMetry” section of the ThresHolds tool
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“Aperture settings” section of the ThresHolds tool
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The following processing tasks are available for the user: equalization,
identification, and detection. For the “Equalization” processing task the
following sections will be available: User settings, Artifacts filter and
Brightness equalization. For the “ldentification” processing task the
following sections will be available: User settings, Artifacts filter,
Brightness equalization, Intraframe processing and AstroPhotoMetry.

For the “Detection” processing task all sections will be available.

Equalization Detection

Fig. 7. The task panel for selecting appropriate processing task in the
ThresHolds tool
Also, the following expert levels are available for the user: amateur,

expert. According to the selected level some additional sections / fields will
be available for the more accurate and professional adjustment of
parameters for processing. For example, see the difference between
“Interframe processing” section in the ThresHolds tool with “Amateur”
expert level (Fig. 8) and “Expert” level (Fig. 9).

ThresHolds 1.9 Equalization Identification Detection ? — X

 Usar setings [etmcton ype |

Catalogs paths /| Detection slow objects

AstroPhotoMetry catalogs

Reports /| Detection fast objects
Shift-and-Stack

v AstroPhotoMetry

Internal catalog

W Light curves
Aperture settings
Virtual observatory

Interframe processing

Fig. 8. The “Interframe processing” section of the ThresHolds tool with
“Amateur” expert level
Such dynamic changing of the user interface (Ul) visualization is also
related to the on-fly data mining of the configuration parameters and
preparing a batch of the Ul controls.
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ThresHolds 1.9

AAAAAAA

Do lacal astrometry

Do local photometry

Fig. 9. The “Interframe processing” section of the ThresHolds tool with
“Expert” level
For example, to perform the brightness equalization (Fig. 10) by the
inverse median filter in the processing pipeline, the ThresHolds tool
prepares the batch of the following required parameters for processing:
“Binning coefficient” to perform the median filtering with binning
image. Such result is de-binning and subtracted from the original image.
“Size of filter mask” as a width and height of the square median filter
mask m. The recommended value of it is determined by the following
equation:
m = 3R, (1)
where R is an image radius of the brightest object by 2&, .z level of
background;
Fnpize 1S @ root-mean-square (RMS) evaluation of the background
brightness.
“Do image inversion” — activates the image inversion function during
transformation.
“Make crop” — activates the crop creation function. It defines by the
coordinates of the upper left vertex, the width and height.
— Crop parameters can be set in “X”, “Y”, “Width” and “Height”
fields.
“Output mask” — mask for file names of the processed images.
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“Process frames by RGB channels” allows processing a color image
by channels. It does not affect on filtering of gray images and FITS files
[43];

“Path to input file(s)” — path to the raw files.

“Path to output folder”— path to the output folder of processed files.

— Option for creating and using of the master-frames.
Paths of the created master-frames will be inserted to the
appropriated fields: a. For Bias — “Path to Master-Bias”; b.For Dark —
“Path to Master-Dark”; c.For DarkFlat — “Path to Master-DarkFlat”; d.For
Flat — “Path to Master-Flat”:

“Mask after subtraction” — a prefix to the name of the target (Light)
frames after subtraction operation;

“Mask after division” — a prefix to the name of the target (Light)
frames after division operation;

“Pixels rejection RMS” — coefficient of the pixel’s rejection in an
operation of master-frames creation.

An example of the XML configuration file for the mathematical module
of the inverse median filtering formed but the ThresHolds tool as a batch of
the required parameters for processing is presented in Fig. 11.

ThresHolds 1.9 Equalization Identification Detection 7?2 — X

Avtifacts filter ‘ Using types of calibration frames | ‘ Inverse median filter parameters

Brightness equalization V| Bias Dark  [vf] DarkFlat Flat V| Use

Size of filter mask

rse median filter

Specified frames are Maste:

‘ Paths to raw calibration frames or Master-frames

Path to Raw-Bias or Master-Bias

‘ Others

Path to Raw-DarkFlat or Master-Darkflat Ignore time factor

Exposure auto-determination

Path to camman folder with raw calibration frames

Use comman folder

Expert v I colitec v v Save as i« Default X Close

Fig. 10. The “Brightness equalization” section of the ThresHolds tool
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@

fedianFilter>
erre:\Ubuntul5\refhflinux\RXJ1803 -114R.fit</FullNameFi
ilterve: \UbuntulS\refhflinux\RXJ1803 -114R w31 b2.fit</f

</FhfsSettings
Fig. 11. The formed XML configuration file for the mathematical module of
the inverse median filtering

As mentioned above in Fig. 1, the ThresHolds tool is included into the
high level processing pipeline of the CoLiTec software in automated and
autonomous mode. Each such mentioned module and submodule has its own
set of configuration parameters, and the main data mining task of the
ThresHolds tool is to collect appropriate data and send it to the processing
pipeline. In this case, it is a realization of the subject mediator approach.

The ThresHolds tool operates with astronomical configuration
parameters, which are equal to the scientific constants or variables of the
different mathematical methods and algorithms for the astronomical image
processing.

The developed algorithm for data mining tasks realized in the
ThresHolds tool contains the following main steps.

1. Processing pipeline selects the next module, which is predefined in a
sequence.

2. Such processing module has the appropriate template or skeleton for
the configuration file with processing parameters required for it.
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[ Processing pipeline sequence J

1= 0; 1< modules_count; 1++

il

P B " (module) Recurrency search for the user
rocessing stage (module]
== configuration XML files

.] =0;j = conf_files_count; j++

Template or skeleton with the pmces;mg}
Mining of the processing parameters

parameters
from the user configuration file

a0

-
o )

Validating and filling the processing
parameters in the template or skeleton

¥

Preparing the final configuration file
according to the template or skeleton

)

Sending the final configuration file to the
processing module

Fig. 12. The high-level diagram of the developed algorithm for data mining
realized in the ThresHolds tool
3. Classification of the astronomical configuration parameters according

to the different image processing tasks and stages in the processing pipeline.

4. Recurrency search for the different user configuration XML files
prepared by user before processing starts.

5. Processing parameters mining from the selected user configuration
XML file according to the template or skeleton.

6. Validating of the astronomical configuration parameters according to
the restricted rules;

7. Dynamically generating the batch of required parameters according to
the template or skeleton for the appropriate image processing tasks and
stages in the processing pipeline.

8. Processing pipeline selects the next processing module, which is
predefined in a sequence.
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4. Practical implementation with the real astronomical examples
The ThresHolds tool in scope of the CoLiTec software were installed in

the different observatories (Mayaki Astronomical Observatory [44, 45],
ISON-NM and ISON-Kislovodsk observatories [46], Vihorlat Observatory
[2, 23]), astronomical archives [20], and Ukrainian Virtual Observatory
(UkrVO) [47]. An example of data mining of the astronomical processing
configuration parameters by the ThresHolds tool integrated into the
processing pipeline is presented in Fig. 13.

Stored raw data
&g &
A4
(Rawaan | ! I
R LIPS

Target data Preprocessed data | Transformed data |

Fig. 13. Example of data mining of the astronomical processing
configuration parameters by the ThresHolds tool integrated into the
processing pipeline

More detailed information about the observatories, telescopes equipped
by the different CCD-cameras as well as their parameters are provided
below. The Mayaki observing station of "Astronomical Observatory"
Research Institute of I. 1. Mechnikov Odessa National University has the
0.48 m AZT-3 telescope — reflector with focal length 2025 mm and CCD-
camera Sony ICX429ALL (resolution 795x596). The observatory "ISON-
NM observatory" has the 0.4 m SANTEL-400AN telescope with CCD-
camera FLI ML09000-65 (3056x3056 pixels, 12 microns). The observatory
"ISON-Kislovodsk" has the 19.2 cm wide-field GENON (VT-78) telescope
with CCD-camera FLI ML09000-65 (4008x2672 pixels, 9 microns).

The observatory "Vihorlat Observatory in Humenne" has the Vihorlat
National Telescope (VNT) — Kassegren telescope with 1 m main mirror with
focal length 8925 mm and CCD-camera FLI PL1001E (512x512 pixels).
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The Vihorlat Observatory also has the Celestron C11 telescope —
Schmidt-Cassegrain telescope with 28 cm main mirror with focal length
3060 mm and CCD-camera G2-1600 (resolution 768x512 pixels).

The data mining of astronomical processing configuration parameters by
the ThresHolds tool was performed during the processing of up to one
million astronomical configuration files both archived and original formed
from the different telescopes of the various observatories.

5. Conclusion
The ThresHolds tool with the realization of the developed algorithm for

data mining [48] purposes related to the astronomical processing
configuration parameters during invocation the image processing pipeline
was developed. The tool is implemented using the Java programming
language and JavaFX technology. The advantages of such selected
programming language is an open-source libraries and cross platform
approach.

The ThresHolds tool was developed for the full integration with the
astronomical image processing pipelines with a GUI for visualization of
more than 700 processing configuration parameters.

The main goals of the ThresHolds tool are the mining of astronomical
processing configuration parameters, their classification, managing and
validation. Also, visualization for end user is available as well as preparation
the batch of required parameters for the appropriate stage in processing
pipeline of the big astronomical data from the different storages and
archives.

Research showed that using the developed algorithm for data mining
purposes the ThresHolds tool execution time speeds up in comparison to
the common algorithms for the data processing without optimization and
mediator subject approach.

In total, based on the statistical [49] experiments result is more than
30% of speeding up of the processing time of the whole pipeline and the
whole sequence of the astronomical scientific data processing. The
ThresHolds tool was developed as a part of the CoLiTec software. It was
tested for several years after successful installation in scope of the
astronomical image processing pipelines on the different observatories.
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KOPUCHHUI IMMOPOTOBUM IHCTPYMEHT J1JIS1 MIHIHT'Y
MAPAMETPIB KOH®IT'YPAILIII ACTPOHOMIYHOI OBPOEKHU

Ph.D. Xiaamos C.

Xapxkiscokuii HayioHabHULL YHisepcumem padioeiekmpoHiku, Ykpaina
E-mail: sergii.khlamov@gmail.com

Anomauisn. I'nasa npucesuena peanizayii yineil iHmereKmyaibHO20 AHANIZY OAHUX, NOG'S3AHUX
3 napamempamu Kougicypayii acmpoHoMiuHOI 06POOKUNIO 4aC BUKIUKY KOHEEEPA 0OpoOKu
300padicens. Kodwcen mooyns ob6pobkuxkonseepi mae 6es3niu napamempis Kou@ieypayii, ki
00360J5110Mb HALAWMYEAMU npoyec 0OPOOKU, a MAKONC NIOGUUMY MOYHICIb | UWBUOKICMb
obuucnenv nio yac obpodku. Yepesz Genuxy KilbKiCmb mMakux napamempis Kougicypayii 6
CKIAOHOMY KOHBEEDI HAYKOBO2O NPOZPAMHO0 3a0e3neyeH s niOXi0 iHmenekmyanbHo20 aHANi3y
OaHux € Oyace KOPUCHUM [ NPOOYKMUGHUM. [Iisi HAWL020 OO0CTIONCEHH MU BUOPATIU HAYKO8e
npocpamue 3abesneyentHs Ons 6UAGNEHHs pyxomux 06 'ekmig y cepii 1133-xaodpie nio Hazeow
“CoLiTec”. Take npoecpamue 3abe3neueHHs BUKOHYE 6azamo pisHUX 3a60aHb 0OPOOKU
300padicetb, MaxKux sk QiIbMpayis, GUPIGHIOBAHHS QOHY, 6UABTIEHHS 00 €KMI6, ACMpoMempis,
Gomomempis, eussnenns pyxy moujo. Ilpospamue 3abesnevenns CoLiTec cxradaemvca 3
nonad 30 mamemamuyHux MoOynie i MOOyNi6 0OpOOKU, N0 A3AHUX 3 DISHUMUEMAnamu
00poOKU 300padicersb, 0e KoJiCeH i3 HUX mae bazamo napamempis Kougicypayii, axki nompioHo
scmanosumu. Omoice, wob eupiwumu npodiemMu 3 KepysanHaM napamempamu Kougicypayii
ACMPOHOMIYHOI  0OPOOKU, POPOOHUKU  SUPIWULY  CIMBOPUMU  HOBULL  [HCMPYMEHm O
IHmMeNeKmyanbHo20 ananizy makux napamempis nio naseoio « ThresHoldsy. Bin peanizoeanuii y
6uenadi nmpozpammozo 3abesnevenns 3 epagiunum inmepgeticom xopucmysaua (GUI) 3
BUKOPUCMAHHAM — MO8U  npozpamyeanusi Java, mexuonoeii JavaFX. Ocnoena mema
incmpymenmy ThresHolds - kracugpixysamu napamempu xoungizypayii, xepysamu numu ma
nepegipamu ix, @izyanizyeamu 011 KIHYe8020 KOpUcmyeaya ma nidcomyeamu naxem
HeoOXIOHUX napamempig 011 8i0no8i0Ho20 emany Koneeepa oopooxu. Incmpymenm ThresHolds
y pamkax npozpamuozo 3abesneuenns CoLiTec 6yn0 ycniuimo 6cmano61eHO aK OCHOGHUI
KOHBEEp 00pOOKU ACPOHOMIYHUX 300paAdCeHDb Y PI3HUX 06CEPBAMOPIsX.

Knrwouosi cnosa: inmenekmyansHull ananiz OaHux, 6e1uKi 0ami, KOHGeep 0OPoOKU, NOMIK OaHUX,
napamempu Koughizypayii, 06podra 300pasicenv, mawunne 6avenns, CoLiTec
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Section 5. Intellectual models and knowledge engineering

technologies
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Abstract. The relevance of the topic is due to the need to make decisions to ensure the
reliability of elements and assemblies of complex technical systems with insufficient
information about their technical condition. The effectiveness of solving the problem lies in the
use of information technologies and artificial intelligence methods, in particular expert
systems. The article presents an intelligent system that operates using a developed model for
assessing and predicting the risk of failure of components of a complex technical system using
the example of a ship's power plant. The construction of a model taking into account the
hierarchical levels of subsystems (components), intersystem (interelement) connections of an
intelligent system is based on the use of a priori information about failures of components of
complex technical systems. The model connects the types of technical condition of components
and diagnostic features of systems in the form of the risk of their failures. The use of posterior
inference in Bayesian belief networks allows us to determine the risk of failure of system
components, taking into account incoming diagnostic information and information about
component failures. An intelligent decision support system has been developed that allows
assessing the risk of failure of elements and components of complex technical systems using
elements of artificial intelligence. The proposed decision support system contains: a database;
a knowledge base with methods for calculating reliability indicators (probabilities and risks of
failures) and a set of decision rules for selecting appropriate decision-making methods; results
of determining the probabilities and risks of failure of elements and assemblies of complex
technical systems with their ranking; intellectualization model for assessing the technical
condition of elements and assemblies. The proposed algorithm for the functioning of a decision
support system implements the task of automating the process of assessing the technical
condition of complex systems. The results of studies of a model for assessing and predicting the
risk of failure of components of a complex technical system confirmed the possibility of
predicting the risk of failure of components and the system as a whole. The use of the proposed
decision support system for assessing the technical condition of complex systems will improve
the reliability of technical systems with insufficient information about their technical condition.

Keywords: complex technical systems, reliability, risk of failure, diagnostics, decision
support, prediction, intelligent system, Bayesian belief network

1. Introduction
The complexity of the composition and the increase in the number of

technical systems installed at various facilities lead to an increase in the
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intensity of their failures. As a result, there is a need to repair the equipment
of the systems, which leads to its downtime.

When designing, manufacturing and operating complex technical
systems (CTS), reliability is ensured by methods and means specific to each
stage of the "life cycle" of systems.

The operational reliability of the restored CTS and their components is
effectively achieved by the strategy of operating systems with technical
condition monitoring based on technical diagnostic systems  [1, 2, 3, 4, 5].
The reduction of failures and man-made risks during the operation of CTS is
facilitated by the prediction of their technical condition based on
diagnostics.

Currently, the volume of implementation of automation, digitalization
and artificial intelligence technologies in various industries continues to
grow. For example, in accordance with the requirements of the Register of
Maritime Navigation, all modern ships must be equipped with automation
systems for technical means using digital technologies, as well as artificial
intelligence technologies [2, 6, 7, 8, 9, 10].

Such systems should constantly monitor the components of the ship's
CTS, analyze trends in changing the operating modes of the equipment of
the systems, perform emergency transfers and provide decision support. To
implement such a technology, appropriate algorithmic and software tools are
needed to provide diagnostics, forecasting the technical state of systems, and
support for decision-making that is adequate to the goal.

The diagnostic algorithms used, as a rule, are based on the tolerance
control of individual diagnostic parameters. At the same time, the volume of
measuring and diagnostic information, the number of connections,
dependencies of diagnostic features and types of technical states of systems
can be significant. In theory, engineering practice, various methods are used
to assess the risk of failure of CTS components.

An example of the application of risk theory is the logical development
of a probabilistic approach for assessing the risk of failures [11, 12]. With a
probabilistic approach, the level of reliability is selected depending on the
possible consequences of damage (failure) of system components. In this
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regard, the assessment of the risk of CTS failures lies in the unacceptable
probability of their damage.

However, the negative consequences of a failure in systems are often
taken into account intuitively, implicitly, by taking certain values of the
probability of failure-free operation or the safety factor of system
components.

In artificial intelligence, various models of knowledge representation are
actively developing. Bayesian belief networks (BBN) are a promising
mathematical tool that can be used, in relation to diagnostic tasks, to take
into account both the causal relationship between the types of CTS technical
condition and diagnostic features, and the arrival of new information in the
form of statistical data or predictive estimates.

Bayesian networks allow combining a priori (initial) knowledge about an
object with experimental data to obtain an a posteriori estimate [13, 14].

Forecasting the state of CTS plays an important role in planning their
operation. It is assumed that the actual technical condition of an object can
be assessed by the results of monitoring its parameters, and predicting their
changes allows the object to be operated until signs of a dangerous decrease
in reliability appear.

There are efficient algorithms and forecasting methods. Artificial
intelligence models, in particular, neural networks, are being actively
developed to solve forecasting problems [15, 16]. However, the main
problem for the productive operation of a neural network is the need for a
significant amount of statistical data, which is difficult to obtain in real
conditions due to a number of reasons (high cost of the systems under study,
high costs for testing, limited time, etc.). The lack of a clear understanding
in the choice of neural network architecture for solving various types of
problems (pattern recognition, approximation, prediction, etc.) and areas of
application also complicates their application.

The conceptual basis for the intellectualization of the solution of
interrelated problems of diagnostics, forecasting and decision support is
traditional for the class of unstructured and poorly formalized tasks: the
impossibility of obtaining complete and objective information for making
adequate decisions and the resulting need to involve informal (subjective,
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heuristic) information; the presence of uncertainty in the initial data, as well
as the presence of ambiguity (multiple options) in the process of finding a
solution; the need to develop and justify the desired solutions to the problem
inconditions of strict time constraints, which are determined by the course of
controlled processes; the need to correct and introduce additional
information into the process of finding solutions, the interactive (dialogue,
human-machine) nature of the logical inference of solutions.

Taking these factors into account forces us to abandon traditional
algorithmic methods and models of decision-making and management and
move on to intelligent technologies. Combined with the tasks of diagnosing
and predicting, the task of modeling the behavior of the CTS acts as a source
of data on the state of the object at the stages of system testing.

Thus, during the operation of CTS, an urgent task remains the
improvement of methods and models aimed at accurate and prompt
assessments, management of the risk of failures of CTS components.

2. Objective and objectives of the study

To assess the reliability of CTS, various methods have been developed
and used, often based on the methods of probability theory and
mathematical statistics, which makes it possible to automate the process of
assessing the reliability of elements and components of complex systems.

However, the stages associated with supporting decisions made to ensure
reliability based on the results of its assessment for CTS, in particular ship
systems, are often not automated.

As a result, the quality of decisions made to ensure the reliability
indicators of such CTS significantly depends on the qualifications of the
personnel operating the system [8, 12, 16].

Evolution in information processing leads to the actualization of the task
of not only automating the process of assessing the reliability of elements
and components of complex systems, but also to the transfer of part of the
intellectual sphere of human activity to the sphere of automation of making
and supporting management decisions in the field of ensuring the reliability
of CTS.

The creation of intelligent decision support systems (IDSS), in the
context of progress in the field of information systems and technologies,
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find significant application in solving complex, difficult to formalize
problems, in particular, diagnosing the reliability of CTS. Distinctive
features of problems that are difficult to formalize are the incomplete
amount of initial data of the problem being solved, inaccuracy,
heterogeneity, and significant computational complexity [17, 18].

The purpose of the study is to ensure the reliability of CTS elements and
components during operation based on the use of an intelligent decision
support system for assessing their technical condition.

The objectives of the study are to develop a IDSS with insufficient
information for assessing the technical characteristics of complex systems.

3. Analysis of the operating principle of the IDSS

Intelligent assessment of TC is a process that includes monitoring,
diagnostics and, as a result, evaluation of the vehicle while simultaneously
working with knowledge and large amounts of information.

This problem can be solved by using an expert decision support system.
Decision support system is a computer system that allows the user to solve
professional problems based on the use of databases, knowledge and
models, by providing conclusions, recommendations, and assessments of
possible alternative solutions to the problem. That is, IDSS helps the user
solve a complex problem automatically [19].

In general, IDSS are information expert systems. Expert systems used to
assess the reliability of CTS elements and assemblies are recommended to
be built on the basis of artificial intelligence. This will make it possible to
make management decisions in an automated mode, taking into account the
specific tasks of monitoring and diagnosing the CTS.The implementation of
the IDSS should be based on the use of research results on the model of a
specific operating CTS.

They make it possible to determine the probabilities and risks of failure
of CTS elements and assemblies. Similar models can be used in the
development of IDSS to assess the technical condition of complex systems.

Such systems solve problems: choosing the best solution from many
possible ones - optimization; ordering possible solutions according to
preferences - ranking. In both problems, the first and most fundamental
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point is the selection of a set of criteria on the basis of which alternative
solutions are evaluated and compared.

4. Main part
A IDSS is proposed to evaluate the CTS TC. In such a system, in

contrast to classical artificial intelligence systems, the theory of decision
making is applied instead of attempts to “take into account uncertainty”
using production rules of the form “IF.

For the practical implementation and operation of IDSS, it is necessary
to link the developed models to an expert system containing calculated,
experimental, and also data acquired by experts during the operation of the
CTS.

The block diagram of the developed IDSS (DSS, knowledge base) for
assessing the technical condition of the CTS is shown in Fig. 1.

When developing a IDSS, a ship's CTS, or more precisely a ship's power
plant (SPP), was chosen as the object for assessing the reliability of the
technical condition. Such a system is one of the main CTS out of almost
hundreds of technical systems installed on the ship.

Assessing the reliability of the SPP needs to take into account the fact
that the CTS is characterized by a large number of diagnosed parameters
that differ in information content and degree of accessibility, as well as
specific and varied operating conditions. In addition, the CTS is
characterized by insufficient information about its technical condition.

The functioning of the developed DSS is based on an assessment of the
risk of failure of elements and components of the CTS. Those on criteria
that reflect taking into account the specifics of the interaction of various
elements and components, the correlation of changes in the values of their
parameters under various emergency operating conditions of a complex
system.

The developed IDSS (Fig. 1) evaluates the reliability of the system using
a unified system of parameters of the elements and components of the
control system.

IDSS cores are: database; a knowledge base with methods for calculating
reliability indicators (probabilities and risks of failures) and a set of decision
rules for selecting appropriate decision-making methods; intellectualization
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model for assessing the technical condition of CTS elements and

components.
The basis for constructing an IDSS is the formulation of the decision-

making problem in general form:
N = f(F.G,A FR,5G,P,C,PC,NS) 1)

where F — many failures of elements and components of the CTS;

Request I
Intelligent Problem
Result interfase B Database > analysis
module
; |
Reqlzlest. Model of an exploited v T
formalization jd CTS m(o:li.;lc
modle =
Knowledge
1 I base
External, internal Structure of the operating

. CTS
influences

g - Knowledge

Expert Module for formalizing formalization

assessments expert assessments module
Reliability parameters Database of "nlli:z:ily 4 m
TS CTS results of the CTS

Fig.1. Block diagram of knowledge base, DSS for assessing the technical
condition of CTS
G — many set goals (to ensure the reliability of the CTS);

A — many possible alternatives;
FR — multiple failure levels of elements and components of the CTS;

SG, P, C — set of characteristics, preferences, criteria for ensuring the

reliability of elements and components of the CTS;
PC — many principles for coordinating the assessment of alternatives

based on individual criteria;
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NS — necessary solution to the problem

Preference F — assessment of the usefulness of the method of achieving
the goal.

The assessment is specified without highlighting the characteristics by
which it is made or the characteristics SG. The characteristics include the
degree of achievement of the goal. To make the final choice of how to
achieve the goal, it is necessary to formulate criteria C, the number of which
is determined by the number of features.

If multiple criteria are used in the IDSS, then it is necessary to apply the
principles of PC coordination to agree on the assessment of alternatives for
each criterion.

To support decision-making on assessments of the risk of CTS failures
based on a priori and a posteriori data, as well as when searching for failed
elements and system components in order to increase the efficiency of their
operation, a method based on dynamic Bayesian trust networks (DBTN) is
used [13, 14]. The use of DBTN makes it possible to determine with great
accuracy the elements and components of the CTS that are closest to the
critical state and their failure.

The task is solved by using a constant system of polling all elements of
the system at its various levels for a specific period of time.

This allows, with the help of DBTN, to study extreme situations and
accurately determine the critical values of the risk of failure of elements and
components of the CTS.

The construction and study of the DBTN probability of loss of
performance, assessment of the risk of failure of elements and components
of the CTS was carried out using the GiNle software product [20]. The
decision support strategy used when searching for failures of elements and
components of ship CTS consists of a number of stages (Fig. 2).

At the initial stage, the numerical values of preliminary assessments of
failures of elements and components of the CTS are determined using a
diagnostic model based on DBTN. The input variables for the Bayesian
diagnostic model are test results.

The model of the operating CTS in the intelligent system for assessing
the risk of failure of system components (Fig. 1) in the form of DBTN.
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Currently, Bayesian belief networks are actively developing in the field
of modeling and knowledge representation [13, 14].

When solving the problems of diagnosing CTS, BBN allow taking into
account both the dependence between the types of technical systems and
diagnostic features, taking into account the reliability of their checks, and
the results of checking diagnostic features, data on failures of CTS
components.

Failure Risk Levels

Expert reliability assessments

Y

Construction of a DSS

Y

Definition of DSS tasks

Y

Taking into account the recommendations of the DSS

Y

Use of artificial intelligence in DSS

Y

Decision support for assessing the technical condition of CTS

Y

Analysis of the results of assessing the technical condition of the
DSS

Fig. 2. Strategy for decision support when searching for failures in CTS
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The model of an intelligent system for assessing and predicting the risk
of failure of components of a complex technical system in the form of a
BBN can be written as:

-:_1f=.5=.R=a£ >

where M - is the set of subsystems (elements) of the CTS;
S - a set of intersystem (interelement) links of CTS;
R - a set of diagnostic assessments of the risk of failures of subsystems

(elements), intersystem (interelement) links of CTS;

L - mapping of connections between the sets M, S and R, based on the
CTS diagnostic model.

The set of subsystems (elements) of ship CTS, taking into account the
hierarchical levels of subsystems (elements), is determined by:

_ £, SIs@®> i _ - _
M ={v, *¢ IIS(E) =1, IS(E)’ Jse) _O’JS(E)}'

is(E)

@

®)
<Jsgy> .
where Uis(s) - is the state of each subsystem (element) of the CTS;
iS(E) - number of subsystem (element) of CTS;

jS(E) - number of the hierarchical level of the subsystem (element) of
the CTS;

lseey” number of subsystems (elements) of CTS;

Jsey” number of hierarchical levels of subsystems (elements) of CTS.

The state of each subsystem (element) of the CTS:
v ={F, F_ .,a .4 } @)

I H ). 1 5 1
s e Use s e

where F - is the nominal performance of the subsystem (element) of

UnS(E)
the STS;
F, - operability of a subsystem (element) in case of its partial

Tse)

loss;
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aUm W, - intersystem (interelement) connections incoming and
S (E) S (E)

outgoing to subsystems (elements), in, on — sequence number of incoming
and outgoing intersystem (interelement) connections.
A set of intersystem (interelement) links of CTS:

S ={w®% |c=1,C;h=1,H;b=1B;q=1Q}, ()
where a)c< E’q> - is the state of each intersystem (interelement) connection;

¢ — number of intersystem communication;
h - is the number of the interelement bond;
b - is the number of the hierarchical level of intersystem communication;
q - is the number of the hierarchical level of the interelement connection;
C - is the number of intersystem connections;
H - is the number of interelement bonds;
B - is the number of hierarchical levels of intersystem links;
Q - is the number of hierarchical levels of interelement connections
The state of each intersystem (interelement) connection
<b,q> . . .
C()C]hq :{F“’m ! F“’Cp ! F“’hn’ F“’hp}, (6)

where F{U - is the nominal performance of intersystem connections;
cn

Fw - operability of intersystem communication in case of its partial
P

C|

loss;
F,, - nominal performance of the interelement connection;
hn

th - operability of intersystem communication in case of its partial
P

loss.
A set of diagnostic assessments of the risk of failures of subsystems
(elements), intersystem (interelement) links of CTS:

R<P)Y >
Rm :{rm Im =1 M}' @
R, ={r,|s=18},
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where M, S - are determined based on the failure trees, presented as a set of
risk of failures of subsystems (elements) and intersystem (interelement)
links, taking into account their failure probabilities (P) and damages from
failures (Y);

rm - risk of failures of subsystems (elements) of CTS;

rs - risk of failures of intersystem (interelement) connections.

The initial data for constructing a model of an intelligent system for
assessing and predicting the risk of failures of components of a complex
technical system on the example of a ship power plant (SPP) [21], based on
a dynamic BBN, are: SPP scheme; the principle of operation of the SPP;
probability of failures of CTS components.

The construction and study of the BBN of the probability of loss of
working capacity, assessments of the risk of failures of CTS components
was carried out using the GenNle software product [20]. It is a fully portable
C++ class library that implements graphical decision theory methods such as
the Bayesian network.

Jobs and impact diagrams that are directly amenable to inclusion in
intelligent systems. Its Windows user interface, Genie is a versatile and
user-friendly development environment for graphical decision theory
models. modeling tools into intelligent systems.

The use of the GenNle environment allows diagnosing each component
of the CTS.

Perform a regression analysis of the influence of each parent element of
the network on its corresponding child element. Implement a graphical
display of the results of predicting the risk assessment of failures of CTS
components.

Calculate the value of the probability of loss of performance, damage
and risk assessments of failures of CTS components.

When modeling the BBN of the SPP (Fig. 3), for various values of the
probability (risk) of failure of the input element, the values of the probability
(risk) of failures, the performance of the components of the SPP for 20,000
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hours of its operation are determined. Symbols of the elements of the SPP
are given in Table 1.

Tablel

Symbols of the components of the SPP
Component name Symbol Failure risk value
Input element VHOD 0,26
Manual control of the main engine RUGD 0,035
Compressed air system SSv 0,047
Control system for propulsion and steering | SUDRK 0,081
complex (PSC)
Boiler plant KU 0,13
Ship power plant SE 0,09
Fire fighting system PS 0,01
Main engine GD 0,16
Remote automated control system of the main | DAU 0,01
engine
Ballast drainage system BOS 0,019
Transfer of power from the main engine to the | PM 0,003
propeller
Emergency drive PSC AP 0,01

The operating state and failure, for example, of the SSV subsystem for
the risk of failure at the input element of the SPP 0.014 is shown in Fig.4.

From the retrospective analysis of the research results in the simulation
of the SPP, the components that affect the overall performance of the system
are identified.

In the study of emergency situations, the analysis of incidents in the
CTS, the main goal is to determine the cause of the accident.

It follows from the research results that the maximum non-operating
state during the operation of the SPP is 20,000 hours. corresponds to the
SUDRK complex (Fig. 3).

Because Since the SUDRK complex is dependent at the level of the
hierarchical structure of the SPP, it is necessary to check the complex in
order to find the cause of its failure.
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Fig.3. BBN SPP in the GeNle environment when searching for the causes of
failures at the risk of failure of the input component

The purpose of using the BBN in assessing both the probability of loss
of performance and the risk of failure of the elements of the CTS
components is an a posteriori conclusion.

The a priori data are dynamically recalculated and form a posterior
failure risk estimate, which is a priori information, to process the new
information.
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The posteriori conclusion is based on the procedures for analyzing the
data obtained as a result of using the BBN.
™ Node properties: SSV  level2 a X
General | Definttion | Fommat | User properties Value |
Temporal probabilty distributions: B @mm %l
Time 1 [ 2 | 3 [ 4 [ 5 [ 6

| 0
» [ Work 0.8288] 0.70440512 ' 0.63320149 ' 0.59244453 | 0.56911525 ' 0.55576157  0.548117
Not_work 0.1712 | 0.29559488 : 0.36679851 | 0.40755547 ' 0.43088475 | 0.44423843 | 0.451882

Fig.4. Operating state and failure of the SSV subsystem for the risk of
failure at the input element of the SPP 0.014
When implementing this approach in research, modeling using a priori

and a posteriori data, the subsystems of the power plant are determined that
have the greatest impact on the performance of the main engine and the
operation of the entire system for various periods of time.

Figure 5 shows a priori and a posteriori data and studies of the
compressed air system for 100 hours of SPP operation. The risk of system
failure increased slightly, changing from 0.08 to 0.085.

R 00805
— A postereori B
0,0803
0,0801 - o
0,08 | A priori
0079 : : , : : : : . . .
0 0 20 3 4 0 60 0 8 90 10

th
Fig.5. A posteriori and a priori estimates of the risk of failure power plant
compressed air systems
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Fig. 6. IDSS algorithm when searching for failures of ship CTS
The implementation of the strategy in the IDSS scheme for assessing the
technical condition of the CTS (Fig. 1) is ensured by targeted actions in
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accordance with the IDSS algorithm (Fig. 6) when searching for failures of
elements and components based on assessments of the risk of failure of the
diagnosed CTS. As a result of the functioning of the intelligent IDSS for
vehicle assessment (using the example of a ship's CTS) in accordance with
the algorithm shown in Fig. 6, using the SPP model in an intelligent system
(Fig. 1) and DBTN, the dependences of the risk of failure are determined for
different samples of failure probabilities of elements and components of
systems serving the SPP (Fig. 7, Fig. 8).
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Fig. 7. Dependence of the risk of system failure on the probability of failure
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Fig. 8. Dependence of the risk of system failure on the probability of failure

of elements of the SPP compressed air system

The problem-oriented knowledge base model is based on the following

lists:
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— elements. components affecting the trouble-free operation of the
CTS;

— states in which the CTS may be in the process of failure-free
operation of elements and system components;

— factors under the influence of which the current reliability of the CTS
may change, systems transition to a state of failure with disruption of
reliable operation;

— problem states into which the CTS can go under the influence of
failures of elements and components.

The knowledge base can be presented in the form of a five-level
hierarchical tree (Fig. 9).

CTS
Level 1 —>» Problematic elements,
components- C;
Level 2 —» Reliable operation of CTS in the

absence of failures of elements,
components - C

— Failures of elements,
components CTS - C3

Risks of CTS failures as a result

Level 4 — of failures of one or more
elemets, components - C

The body of knowledge on assessing
" Llevel 5 - = the risk of failure of elements,

components of the CTS, making decisions
on eliminating failures

Fig. 9. Multi-level hierarchical structure of the knowledge base tree
Taking into account the hierarchical structure of the knowledge base allows
you to quickly localize the cause of a defect or failure and reduce the time
for diagnosing CTS.

The acquisition and addition of knowledge is carried out automatically
during training and implementation of the expert system.
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Filling with knowledge is provided by an expert, as well as by adapting the
knowledge base to changes in the subject area and the conditions of its
functioning. This is implemented by replacing rules or information in the
knowledge base of the IDSS.

5. Conclusions
The proposed decision support system contains: a knowledge base with

methods for calculating reliability indicators (probabilities and risk of
failures); results of determining the probabilities and risk of failures of
elements and components of complex technical systems; intellectualization
model for assessing the technical condition of elements and components.

The proposed algorithm for the functioning of a decision support system
implements the task of automating the process of assessing the technical
condition of complex systems. The use of an intelligent decision support
system for assessing the technical condition of complex systems makes it
possible to establish the degree of risk of failure of elements and
components of the CTS, which increases the efficiency of the systems.

The use of the proposed decision support system for assessing the
technical condition of complex systems will improve the reliability of
operating systems with insufficient information about their technical
condition. Application of the research results of the developed model for the
purpose of a retrospective analysis of emergency situations at CTS makes it
possible to improve the reliability of systems operation by solving the
problem of determining their causes. The application of the developed
model, taking into account the hierarchical levels of subsystems
(components), intersystem (interelement) connections for an intelligent
system for assessing and predicting the risk of failures of components of a
complex technical system when searching for the causes of failures of CTS
components, allows control the values of the risk of failures of the system
components upon receipt of information about failures.
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IHTEJEKTYAJIbHU MOHITOPUHI TEXHIYHOI'O CTAHY
CKIIAJJHUX CUCTEM

Buuy:kanin A.
Hayionanenuii ynieepcumem "Odecvka nonimexuixa"
E-mail:: v.v.vychuzhanin@op.edu.ua

Anomauin. AxmyanvHicms memu 00YMOBNIEHA HEOOXIOHICMIO NPULIHAMMS pilleHb Wo0o
3a0e3neueHHs HAOIIHOCMI elleMeHmi6 | Y376 CKIAOHUX MEXHIYHUX CUCTNeM Npu HeOOCMAMHill
iHGhopmayii npo ix mexuiunui cmawn. EgpexmusHicmeb eupiuwienHs npobnemu noisieae y
BUKOPUCMAHHI  THHOPMAYIUHUX MEXHON02I ma Memoodig WmMYUH020 IHMeNeKmy, 30Kpemd
eKCHepmHUX cucmem. Y cmammi npeocmasieHo iHmeieKmyaibHy cucmemy, ska QyHKYioHye 3
BUKOPUCMAHHAM PO3POONIEHOT MO0 OYIHKU MA NPOSHO3Y8AHHS PUSUKY BIOMOGU KOMNOHEHMIB
CKIAOHOI MeXHIYHOI cucmemu Ha NpuKiadi enepeemuyHoi ycmanosku cyona. Ilobyoosea moodeni
3 YpaxyeamHsm  I€pApXiuHUX  pigHI&  nidcucmem  (KOMHOHEHMIB),  MIHCCUCMEMHUX
(MidicenemMenmuux) 36 ’s3Ki6  IHMeNeKmyanpHoi cucmemu 0a3yeEMbca HA  GUKOPUCTAHHI
anpiopHoi inghopmayii npo GiOMOGU KOMNOHEHMIE CKIAOHUX MeXHiuHux cucmem. Modenw
nos'sa3ye UOU MeXHiYHO20 CMAHY KOMNOHEeHMI8 i OIlaeHOCMUYHI O3HAKU cucmem y 6uensioi
pusuKy ix 6i0Mo6. BuxopucmauHs anocmepiopHo20 GUCHOSKY 6 Oaleci6CbKux Mepedicax
nepeKkoHaHb 00360A€ BUSHAUAMU PUSUK 6IOMOBU KOMNOHEHMIE CUCMEMU 3 YPAXYyEaHHAM
6xi0HOI diacHocmuunoi iHgopmayii ma ingopmayii npo 6iomoeu Komnonenmis. Pospobreno
iHMenekmyanbHy cucmemy niOMpUMKU NPUIHAMMA DileHb, AKa 00360J8€ OYIHIOBAMU PUSUK
6I0MOGU eNleMenmia | KOMNOHEHMI6 CKIAOHUX MEeXHIYHUX CUCTeM 3 BUKOPUCTAHHAM eeMeHmMi8
wmyunoeo inmenexmy. IIpononosana cucmema niOmpumKy RPULHAMMA piluenb MiCMumy:
6a3y danux; Oaza 3mamHbL 3 MEMOOAMU PO3PAXYHKY NOKA3HUKIE Haditinocmi (Umogiprocmi ma
PpusuKie 6iomog) i Habip npagun npulHAMMA piuenb Oas 6UOOpPYy GIONOGIOHUX Memooi6
NPUUHAMMS piulensb, pe3yIomamu eusHauents UMogipHocmell i pusuKie 6ioMos enemenmie i
8Y3/1i8 CKAAOHUX MEXHIYHUX CUCTEM 3 IX PAHIICYBAHHAM, MOOeb THmeaeKmyanizayii 0as oyinku
MEXHIYHO20 CIMAHY eleMenmi6 i 8y3i8. 3anponoHosanuil areopumm QyHKYionye8anHs cucmemu
nIOMpUMKU  NPULIHAMMSA  pilleHb peanizye 3a60anHsA asmomamusayii npoyecy OYiHKU
mexHiynoeo cmawny CKIaOHux cucmem. Pezynomamu Odocniodcenv modeni oyinku ma
NPOSHO3Y6AHHA PUBUKY BIOMOSU KOMNOHEHMI8 CKIAOHOI MeXHiunoi cucmemu niomeepoun
MONCIUBICMb  NPOZHO3YBAHHA ~ PUUKY — GIOMOBU KOMNOHEHMI8 I cucmemu 6 YiIOMY.
Buxopucmanus 3anpononosanoi  cucmemu niOMpUMKU NPUUHAMMA DilieHb 0N OYIHKU
MEXHIYHO20 CMAHY CKAAOHUX CUCMmeM 03601UMb RIOSUWUMU HAOIUHICMb MEXHIYHUX CUCmeM 3
He0oCmammbo10 IHOPMAYIcio NPo iIX MexHiuHULL CMaH.

Knwowuosi cnosa: cknaoui mexmiuni cucmemu, HaOiiHiCmMb, PUsux 6i0MO6U, OiaeHOCMUKA,
nIOMpuUMKa NpuiiHAmms piuiens, NPOSHO3Y8AHHSA, [HMENeKMyanibha cucmema, OAuecoscbKa
Mepedica nepekoHatb.
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Abstract. Numerous publications in recent years indicate that the prospects for creating high-
speed computer systems (CS) based on the use of a modular number system (MNS) open up
wide opportunities for using CSs with a high degree of parallelization of the processing of
integer data. The application of the main properties of MNS and the possibility of using the
tabular principle of data processing significantly increases the speed of performing integer
arithmetic operations in comparison with the traditional binary positional number system.
Research in this area shows the effectiveness of using MNS to increase the speed of execution
besides to the arithmetic operations of addition, subtraction and multiplication of integers and
the operation of exponentiating of the integers. However, until now there are no effective
methods for exponentiating numbers in the MNS in all numeric domain (positive and negative).
Therefore, this research developed a system of mathematical ratios that describe the
researched process, based on which a method for exponentiating numbers is developed, which
unlike the known ones, can be implemented in the negative numeric domain. On the basis of the
obtained method, algorithms for exponentiating numbers in the MNS were obtained, according
to which devices for their implementation were synthesized.

Keywords: arithmetic operation, computer system, system of mathematical ratios, method for
exponentiating numbers, modular number system, modular structure, positional number
system, tabular multiplication code.

1. Introduction
Various fields of science and technology require solving computational

problems with high accuracy. It is known that rounding errors occur during
calculations and its influence increases with the dimension of the problem.
Modern CS provides various technical solutions to reduce its impact.
However, it is impossible to completely eliminate them if you remain within
the framework of the positional number system (PNS). The research of non-
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positional number systems (modular number system) made it possible to
identify a new scientific direction — error-free calculations [1]. Error-free
calculations in the MNS are based on representing numbers in the form of
residues when dividing them into given prime numbers-modules of the
system and performing integer arithmetic operations on it. The final result of
calculations in the MNS is converted into the PNS and is presented as a pair
of numbers — the numerator and denominator of the irreducible Farey
fraction [2]. The advantage of error-free calculations in the MNS is the
ability to parallelly process numbers in several modules. This provides a
significant increase in performance compared to sequential processing [3].
The effectiveness of multi-module error-free calculations has been proven
by many studies, which lies in the use of MNS as a number system of CS for
processing integer data [3, 4, 5, 6]. That is, in CS intended for the
implementation of integer arithmetic operations of adding, subtracting and
multiplying numbers in the positive numerical range, when using MNS, the
speed and reliability of solving problems significantly increases [7]. There
are many tasks in the CS, the implementation of which requires fast, reliable
and high-precision integer arithmetic calculations. However, there is also a
large class of tasks and algorithms where, in addition to performing the
above integer arithmetic operations in the positive numeric domain, there is
a need to implement these operations in the negative numeric domain. One
of these operations is the operation of exponentiating the residues of integers
to an arbitrary power of a natural number modulo. The lack of an effective
method of exponentiating numbers by an arbitrary modulo MNS over the
entire numeric domain limits the scope of application of the MNS and
therefore computer components in the MNS are rarely implemented in
general-purpose computer units. The operation of exponentiating integers a
relevant and important operation in such areas of computer science as:

— Mathematical computing, for example, Fourier transform problems and
its applications, combinatorial interpretation, etc. [8].

—Modeling of physical processes, for example, when modeling the
physical laws of motion.

— Graphics and computer vision: in image processing algorithms.

— Networks and telecommunications, for example, in routing algorithms.
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—Machine learning and artificial intelligence: for calculating activation
functions in neural networks or data analysis algorithms.

—Geographic information systems: in algorithms, for example in
algorithms for calculating the distance between points on a geographic map.

— Computer games: in game mechanics algorithms.

—Financial computing, for example to calculate the future value of
investments.

— Cryptography.

The operation of exponentiating integers modulo has the widest practical
application in cryptography. Below are some examples of specific
applications of this operation:

—RSA encryption: RSA encryption uses modulo exponentiation to
secure messages. In this system, each user has a public and a private key.
When sending a message, the user encrypts it with the recipient's public key
using the modulo exponentiation operation. The recipient, knowing his
secret key, decrypts the message, also using the exponentiation modulo
operation.

— Diffie-Hellman algorithm: the operation of exponentiating integers is
used to create a shared secret key between two participants. Participants
choose a random number and the exponentiating this number is performed
using the public key of another participant, after which the resulting number
is transmitted to another participant. Then other participant also raises the
resulting number to the power of its private key to get the shared secret key.

—ElGamal algorithm: operation of exponentiating used to encrypt and
decrypt messages. When encryption, the sender randomly chooses a number
and raises the recipient's public key to the power of that number, and also
raises the plaintext of the message to the power of the sender's private key.
The results of the operations are multiplied to get the ciphertext. When
decrypting, the recipient raises the first part of the ciphertext to the power of
their private key, then uses that number to divide the second part of the
ciphertext to get the original plaintext.

—Hash functions: Hash functions are widely used in computer science
for data protection and integrity checking. One of the more popular hash
functions, SHA-256, uses modulo exponentiation to compute a hash value.
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—The operation of exponentiation modulo is also widely used in
banking. For example, SSL uses RSA to encrypt data between a browser
and a server.

—1In addition, the operation of exponentiating integers modulo can be
used in data networks to speed up calculations and reduce the amount of
transmitted information.

— Pseudo-random number generation: Pseudo-random number generators
often use exponentiation modulo to generate a sequence of random numbers.
One of the most popular algorithms for generating pseudo-random numbers
is the Mersenne algorithm, which uses the operation of exponentiation
modulo [8, 9, 10]. In general, the operation of exponentiating integers
modulo is one of the key elements of many cryptographic algorithms and
has many practical applications in computer science and other fields. At the
moment, many modern programming languages do not have tools
(operators) that can implement the operation of exponentiating numbers, it is
especially difficult to implement this operation for negative numbers [9].
Thus, it was noted that there is a numerous class of tasks and algorithms
where, in addition to performing integer basic arithmetic operations and the
operation of exponentiating integers modulo in a positive numeric domain,
there is a need to implement the above operations in a negative numeric
domain. The absence of methods for exponentiating numbers represented in
the MNS, both in positive and negative numerical areas, significantly
narrows the area of effective use of the MNS as a number system of the CS
[3, 6]. So, research is aimed at developing a method for exponentiating
numbers modulo MNS are relevant and important. However, practical
methods cannot be used to perform the exponentiating operation in the
negative numeric domain [11].

2. Recent research and literatures review
Research conducted in recent decades in the field of development of an

effective number system at the level of the arithmetic-logical device of the
CS by a number of authors (Valah M., Svoboda A., Sabo N., Akushsky I.
Ya., Yudytskyi D. I., Nikolaychuk Y. M., Dolgov O. I., Torgashov V. A.,
Amerbaev V. M., Paulier P., Thornton M.A., Dreschler R., Miller D.M.,
Hung, C.Y., Parhami, B, etc.) proved that the application of the MNS as a
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CS number system showed that the use of the MNS as a CS number system
to perform basic arithmetic operations (addition, subtraction and
multiplication between integers and real numbers) significantly increases the
speed of implementation of the above operations. Research in the field of
the application of the non-positional number system (NPNS), to which the
MNS belongs, shows that its practical use in the CS allows to significantly
increase the productivity of the realization of arithmetic operations. It should
be noted that there is a class of problems and algorithms where in addition
to performing an integer arithmetic operation (addition, subtraction,
multiplication), there is a need to implement the operation of exponentiating
numbers in all numeric domain. This problem is discussed in the works of
scientists Dr. Dimitrios Schinianakis and Thanos Stouraitis, who explored
MNS in cryptography. In particular, in work [12] providing a detailed
explanation of cryptographic algorithms based on the MNS, including RSA,
ElGamal, and elliptic curve cryptography. Authors discuss the problem and
limitation of using the MNS in cryptography, such as the difficulty of
handling negative numbers. Various methods have been explored to solve
this problem and ensure the reliability of cryptographic systems based on the
system of residual classes:

—In article [13] presents the implementation of the ELGamal
cryptoalgorithm for information flows encryption/decryption, which is
based on the application of the vector-modular method of modular
exponentiation and multiplication. This allows us to replace the complex
operation of the modular exponentiation with multiplication and the last one
with addition that increases the speed of the cryptosystem. In accordance
with this, the application of the vector-modular method allows us to reduce
the modular exponentiation and multiplication temporal complexity in
comparison with the classical one. Despite providing an excellent
foundation, the authors do not explore the use of NPNS.

—In article [14], presents a randomized Montgomery Powering Ladder
Modular Exponentiation (RMPLME) scheme for side channel attacks (SCA)
resistant Rivest-Shamir-Adleman (RSA) and its leakage resilience analysis.
This method randomizes the computation time of square-and-multiply
operations for each exponent bit of the Montgomery Powering Ladder
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(MPL) based RSA exponentiation using various radices (Radix — 2, 22, and
2% ) based Montgomery Modular multipliers (MMM) randomly. The
randomized computations of RMPLME generates non-uniform timing
channels information and power traces thus protecting against SCA. In this
work, The authors have developed and implemented a) an unmasked right-
to-left Montgomery Modular Exponentiation (R-L MME), b) MPL
exponentiation and c) the proposed RMPLME schemes for RSA decryption.
All the three realizations have been assessed for side channel leakage using
Welch’s t-test and analyzed for secured realizations based on degree of side
channel information leakage. RMPLME scheme shows the least side-
channel leakage and resilient against SPA, DPA, C-Safe Error, CPA and
Timing Attacks. Despite providing an excellent foundation, the authors do
not explore the use of NPNS.

—In article [15], the authors shows that modular exponentiation (ME) is
a complex operation for several public-key cryptosystems (PKCs).
Moreover, ME is expensive for resource-constrained devices in terms of
computation time and energy consumption, especially when the exponent is
large. ME is defined as the task of raising an integer x to power k and
reducing the result modulo some integer n. Several methods to calculate ME
have been proposed. In this paper, the authors present the efficient ME
methods. The authors then implement the methods using different security
levels of RSA keys on a Raspberry Pi. Finally, authors give the fast ME
method. But the method proposed by the authors is not possible
exponentiation modulo the negative integers.

—In article [16], the authors present a reconfigurable architecture for pre-
computation methods to compute modular exponentiation and thereby
speeding up RSA and Diffie-Hellman like protocols. The authors choose

Diffie-Hellman key pair (a, g* mod p) to illustrate the efficiency of Boyko
et al's scheme in hardware architecture that stores pre-computed values 3,
and corresponding g; in individual block RAM. The authors use a Pseudo-
random number generator (PRNG) to randomly choose a; values that are

added and corresponding g/ values are multiplied using modular multiplier
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to arrive at a new pair (a, g* mod p) . Further, authors present the advantage

of using Montgomery and interleaved methods for batch multiplication to
optimise time and area. The authors show that a 1024-bit modular
exponentiation can be performed in less than 73us at a clock rate of
200MHz on a Xilinx Virtex 7 FPGA. But the method proposed by the
authors is not possible exponentiation modulo the negative integers.

—In article [17], the authors show that modular exponentiation is one of
the most fundamental operations in lots of encryption and signature systems.
Due to the heavy computation cost of modular exponentiation, many
schemes have been put forward to securely outsource modular
exponentiation to cloud. However, most of the existing approaches need two
non-colluded cloud servers to securely complete the modular
exponentiation, which will result in private data leakage upon the cloud
servers collude. Besides, most existing schemes assume both base and
exponent in modular exponentiation are private, which does not conform to
many real-world applications. For example, in public key encryption system
that uses modular exponentiation, one of base and exponent is the public
key, and the other is a message. Usually, only the message should be
privately protected. In this paper, the authors propose two secure
outsourcing schemes for fixed-base (public base and private exponent) and
fixed-exponent (private base and public exponent), respectively. In the
proposed schemes, the authors employ only one cloud server and can thus
avoid collusion attack. Further, the authors achieve an efficient and secure
Paillier encryption outsourcing scheme based on our secure modular
exponentiation outsourcing methods. Additionally, the authors theoretically
analyze our overheads and leverage simulation experiments to evaluate our
proposed solutions, which show our schemes can achieve high efficiency.
But the method proposed by the authors is not possible exponentiation
modulo the negative integers.

—In article [18], the authors provide a method for providing efficient
final exponentiation algorithms for a specific cyclotomic family of curves
with arbitrary prime k of k =1(mod6). Applying the proposed method for

several curves such as k=7, 13 and 19, it is found that the proposed method
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gives rise to the same algorithms as the previous state-of-the-art ones by the
lattice-based method. But the method proposed by the authors is not
possible exponentiation modulo the negative integers.

Indeed, as a review of the literature showed, today the question of
searching for alternative methods and algorithms for implementing the
operation of exponentiating numbers (integers) is quite popular. A wide
arsenal of publications related to this problem is proof of the unresolved
choice of the optimal number system, on the basis of which it is possible to
build fast and reliable methods for exponentiating numbers in all numeric
domain.

3. Solving the research problem
Thus, the unsolvedness of the above-listed problem, connected primarily

with the operation of exponentiating numbers in the negative numeric
domain in MNS, the purpose and the objectives of the research.

The purpose of the research to develop an effective system of
mathematical ratios (SMR) of the process of exponentiating numbers in the
MNS in all numeric domain.

The main objective of the research is to develop a method for
exponentiating the residues of integers by an arbitrary modulo MNS to a
power of a natural number, which, unlike the known ones, is based on the
properties of the NPNS, by using the tabular principle of data processing,
which increases the performance (speed) of the operation of exponentiating
integers to a power.

The object of the research is data processing processes in the MNS,
presented in integer form.

The subject of the research is methods for exponentiating numbers
(integers) by an arbitrary modulo MNS.

This paper uses research methods related to number theory, the
principles of system analysis, the theory of computational processes and
systems, the results of the Chinese remainder theorem. The research is based
on the application of the properties (independence and their low bit-depth of
the residues) of the MNS. Let's briefly consider the influence of each of the
properties of the MNS that were used. The independence of the residues
makes it possible to construct a CS in the form of a set of independent,
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parallel working separate computational information processing paths,
operating independently of each other according to their specific module.
Thus, the CS operating in the MNS has a modular design, which allows for
maintenance and elimination of failures and malfunctions of the computing
paths by simply replacing them without interrupting the solution of the
computing problem. The time of implementation of arithmetic operations in
the CS is determined by the time of implementation of the operation in the
computing path according to the greatest base (module) of the MNS. In
result in the MNS, each number appears as several low-order positional
numbers, which are the residues from dividing the original number by
mutually prime bases. Unlike the usual binary PNS, where basic arithmetic
operations are carried out sequentially by digits, beginning with the least
significant, the MNS permits for the parallelization of this process. All
operations over the residues for each base are conducted separately and
independently, making it easy and fast due to their low bit-depth. The low
bit-depth (low-bit capacity) of the residues allows to significantly increase
the reliability of the CS and the speed of performing arithmetic operations,
both due to the low bit-depth of the computing paths of the CS, and due to
the possibility of using (unlike PNS) tabular (table-based) arithmetic, where
arithmetic operations of addition, subtraction and multiplication are
performed almost in one machine cycle. The peculiarity of tabular
arithmetic is that the result of the operation is not calculated every time.
Instead, it's calculated once, stored in a memory device, and then retrieved
as needed. Therefore, an operation in RNS with tabular arithmetic is carried
out within one period of the synchronizing frequency (machine cycle). In
particular, the low bit-depth of the residues in the representation of numbers
in modular arithmetic allows for a wide choice of options for system-
technical solutions when implementing modular arithmetic operations based
on the following principles: Adder principle (based on low-bit binary
adders). Tabular principle (based on the use of small-sized Read-Only
Memory (ROM) units). Ring shift principle (based on the use of ring shift
registers).

The tabular principle in MNS allows not only the implementation of
basic operations but also complex functions, all within one machine cycle.
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This prompts one of the incredible properties of MNS: the effective
performance of a modular CS can be significantly, even exponentially,
higher than a positional system with the same clock frequency. Indeed, an
operation that a typical binary positional system performs in 100 cycles,
system in the MNS executes in a single cycle, naturally resulting in a 100-
fold increase in effective performance under otherwise equal conditions [7].

There are other important properties of the MNS that determine the
positive and unique features (for example, the ability to have different
reliability, accuracy of calculations and speed in the dynamics of the
computing process) of modular arithmetic, but in the framework of this
research, it was the independence and low bit-depth of the residues that were
used. Based on an analysis of the possible use of the listed properties, MNS
has significant advantages over PNS. One of which is the lower
computational and time complexity of integer arithmetic operations,
including the operation of exponentiation, which consists of multiplication
operations.

The principle of realization of the system of mathematical ratios is
developed using the above-considered properties of the MNS that define the
non-positional code data structure of the MNS which ensures high
productivity (speed) and reliability of arithmetic operations for the
implementation of computational algorithms in the CS, consisting of a set of
arithmetic (modular) operations [19].

A distinctive feature of this research is that the proposed system of
mathematical ratios of the process of exponentiating numbers in all numeric
domain will significantly expand the scope of MNS and increase the speed
of this operation in CS, and the method are reduced to algorithms, on the
basis of which classes of patent-eligible devices for which Ukrainian patents
have been obtained have been developed [20, 21].

Solving the problem is to use the proposed principles and properties of
MNS, on the basis of which the method for exponentiating numbers in the
MNS in all numeric domain is implemented. In this case, the advantage of
the proposed method should lie not only in the possibility of implementation
in the negative numeric domain, but also in the speed of execution (due to
the use of the tabular principle of data processing).
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4. Realization of computing exponentiation of numbers in the MNS in
all numeric domain
By the type of the original number presented in the MNS

Cums = (@ 1€, 11164y 116, 1 Gue 111 ), where || — mathematical sign of

the concatenation operation: gluing operation, joining operation; it is

difficult to attribute the number to any of the numeric domains. Consider the

options of finding numbers in the MNS in the required numeric domains.
The first option. The original number represented in the MNS C,,; has

an additional two (or one) sign bits ¥, . and ¥ ., where:

1,if Cyps >0,
*oms 0, if Cppe <O;

_{o, if Cyps >0,
“Gme 1, if Cppe <O.

In this case, the original number in the MNS will be represented as
Cuns =[¥ e, 1Y c Ml llc ll-llc e licg Nl lle)].  For  this

option, it is technically difficult to determine the sign of the result of the
operation [5]. The second option. When performing the operation of
exponentiating numbers by an arbitrary modulo MNS in all numeric
domain, it is supposed to convert the number C,,s in a modular structure

(MS) Cys [3I:

N 1 .

Cuns = E D+‘CMNS‘, if Cyus =0,
N 1 .

CMNS = E D 7‘CMNS ‘1 if CMNS <0,

i.e. for positive numbers: CJN5=%D+|CMN5| and for negative:

L1
Cns = E
A system of mathematical ratios the process of exponentiating humbers

was developed based on an analytical ratio (Cy,s)” = f(Cyns) Which

|
D—|Cyys|, Where D =] p,. p, —an arbitrary MNS module.
k=1

defines the relation of the result Cj,, number exponentiating operations
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Cyns N the MNS (to the degree of r) presented in the MS, from the number
Cuns immediately in the MS [22].

Let's define SMR (Cy,s)~ = f(Cyns) for values r=2 and p,=2. In
this case, in the MNS there is the following:

D=Hpk=(0||0||---||0||---||0), @
%D=Hpk=(1||0||---||0||---||0), @)

where | — the number of bases of the MNS.
According to the representation of the MS numbers in the MNS, have
that:

N 1
CMNS = E D +CMNS’

@)
(C MNS ) D + Cl\r/INS

When changing the domain of numbers C,,, and C,,s from the
mathematical expression (3) can be defined as:

(Cins)” = (% D +Cyps )mod D. 4
Let's carry out the following numerical transformations:
(Ciz)? = Cie -Cinns 7( D+ Cype)- ( D + Cyns) = Clys + Cons ~D+%D%D. (5)
In this case, expression (5) will be presented as:
(Cins)* =Cins +D. ©)
On the other hand, there is the following:

1
(CMNS ) D+ CI\Z/INS'

)
, 1
CMNS (CMNS) _E D

By replacing the value of CJ,, from relation (7) into relation (6) can
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obtain that:

(CMNS) :(C Ns) D+;D = (CMNS) :(Cr\ZANS)%- (8)

Mathematical ratio (8) is the SMR of squaring numbers modulo MNS. It
is also possible to get SMR for the general case, when r>2 [23] in the
form (Cyys)” = (Cyps)'

In this case, it is obvious that:

(C Ns) = (CMNS CJNS ' (9)

Mathematical ratio (9) is a generalized SMR process of exponentiating

numbers modulo MNS. For the convenience of applying ratio (9), it is
sometimes possible to use the ratio:

[e/ (mod py) [ c; (mod p,) || .. [ ¢ (mod p, ) [|.. || ¢/ (mod p,)]” =
=@ e I-delel edll--lie™)
Processed numbers C,,s and (C,ns)" are in the range:

1 ;1
—EDSCMNS SE(D—l),

(10)

0<(Cpis) <D-1.

Based on SMR (9) implementation of the operation of exponentiating
numbers, consider the method of tabular (matrix) realization of the operation
of exponentiating numbers modulo MNS in all numeric domain [24-27].
With a tabular realization of the operation of exponentiating numbers

modulo p, MNS, the residues of the number C,, are encoded by the

tabular multiplication code (TMC) [22] as follows ¢, =z, || (c’)] The

sign /Jc‘k’ of the TMC can be represented in the following form.

For p, —an even number:

0,if 0<c < P
2

uy, = (11)
1|f&<c <p -
k k
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For p, —an odd number:

0,if 0<c” < (pkz_l),
0o - (12)
* 1 |f (pk _1) <C~> < _
i = <er <,

The numerical part of (c.”)" TMC of the residue c_ is determined as
follows. For p, —an even number:

c;,ifosqs%;
€)=9__ (13)

5

Cy Ck!l.f_<ck <p -1

wherein 0<(¢.”)" < F;

For p, —an odd number:
¢, if 0<¢” < (pkz_l);

) = 14
R .
2

¢ =pc—c s if

wherein 0< (¢”)" < w

Result (¢,” ¢, )mod p, residue multiplication operations ¢,” on itself
modulo p, submitted to TMC, i.e. in the form {y: Il(c) (¢”) Imod pk} :

Then the condition performed (g, +4,)=0(mod2). In this case, there is
the following:

(¢ ¢ )mod p, =[(c”) () Imod p,, (15)
wherein 0<[(¢.) - (¢.) Imod p, < p, —1.

Based on the developed SMR (9) and using the tabular realization of the
modular multiplication operation [22, 28-31], the research improves the
method of exponentiating numbers modulo MNS in all numeric domain.
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The developed method. A method for exponentiating numbers in the

MNS in all numeric domain consists of the following stages:
Set the initial numbers for the realization of the method for

exponentiating number  Cos = (G I1, [l [l 6 [l 6 lIes [l llc),  an

arbitrary modulo p, (k :ﬁ) MNS (to the degree of r).
Coding of initial numbers C,,, into code words [32] presented in the

MS of the form C,, :
C%S:%D+pngfczq

L1 :
Cons :ED—|CMNS|, if C<0,

—%Dscm sl(D—l),
0<C,;>NS < D 1.
r — 1 r
(CMNS) 2 —-D+ CMNS| if CMNS 20,
- 1 r - r
(C NS) _2D_CMNS|’If CMNS<O’

_%D<C|\rANs— (D-1),
0<(Cps) <D-1.

Representation ~ of the residues ¢, of the number

Cuns = (7 lIc [l lle e e ll--lle”) in the MS by modules

p (k=1 I) based on the apply of TMC ¢, =[x || (c’)1, where:

for p, —an even number:
0,if 0<c.’ < <P
2

e, = 0
1, if —“<ck [
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¢ ,if 0<¢c.’ _sz
@) =1 __ )
(ot :pk—ckﬁ,f?k<ck P —1,

wherein 0<(c.”)" < P

for p, —an odd number:

O,ifOSC:s(pk—z_l),
He, =
1|f(p21)<ck P —L
¢ ,ifogcfg(pk_l);
2
@) = (. -1)
¢’ =p —c,if "2 <c. <p, -1,

wherein 0<(c;”)" < (p"z b.

Definition of result (c.”)* =(c. -c.”)mod p,, (k=11) modular
multiplication operations in the form . || [(c.”)-(c,”)Imod p, .
Determining the result of an operation

[(Cons) ™ +Cos Jmod D ={[ (") Jmod py I (") Jmod p .1 (¢;")"* Jmod p ..
Ay Jmod py (e N6 - lle2y e ey Il llG)  exponentiating
numbers ¢, of integer C,,c =(c |G, ||.-llcllC lIC.yll--]lc) modulo

p, (k :1,_|) MNS to the degree r.
According to the SMR:

[ ci (mod p,) ... | & (mod p,)I... ]| ¢/ (mod p,) | =

=@l - lle e e, |l--11¢”)" the process of exponentiating
numbers modulo, the operation is implemented:
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(i)™ +Cons Jmod D ={[ (") Jmod p, I ()" Jmod p, .

N[ Jmod p 1N (6 Jmodmy - (e ;" - lley e le l-lle)

exponentiating numbers modulo p, MNS in all numeric domain.

5. Results
The result of the research is induced in the form of using the developed

method for exponentiating numbers for the MNS with bases
p,=2, p,=5 p,=7, wherein D=70. Total volume of positive
codewords C,, in the MNS presented in Table 1, where C,,, —number in
the positional number system. Table 2 submitts the original positive
numbers C,,; and numbers in MS C .

Table 1
The numbers C,,s in the MNS
C c
CPNS e CPNS e
p =2 p, =5 Py =7 p =2 p, =5 P, =7

0 0 0 0 35 1 0 0
1 1 1 1 36 0 1 1
2 0 2 2 37 1 2 2
3 1 3 3 38 0 3 3
4 0 4 4 39 1 4 4
5 1 0 5 40 0 0 5
6 0 1 6 41 1 1 6
7 1 2 0 42 0 2 0
8 0 3 1 43 1 3 1
9 1 4 2 44 0 4 2
10 0 0 3 45 1 0 3
11 1 1 4 46 0 1 4
12 0 2 5 47 1 2 5
13 1 3 6 48 0 3 6
14 0 4 0 49 1 4 0
15 1 0 1 50 0 0 1
16 0 1 2 51 1 1 2
17 1 2 3 52 0 2 3
18 0 3 4 53 1 3 4
19 1 4 5 54 0 4 5
20 0 0 6 55 1 0 6
21 1 1 0 56 0 1 0
22 0 2 1 57 1 2 1
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Table 1 (continues)
23

1 3 2 58 0 3 2
24 0 4 3 59 1 4 3
25 1 0 4 60 0 0 4
26 0 1 5 61 1 1 5
27 1 2 6 62 0 2 6
28 0 3 0 63 1 3 0
29 1 4 1 64 0 4 1
30 0 0 2 65 1 0 2
31 1 1 3 66 0 1 3
32 0 2 4 67 1 2 4
33 1 3 5 68 0 3 5
34 0 4 6 69 1 4 6

Table 2
The numbers C~ in the MS

C c” C c” C c” C c” C c”
-35 0 21 14 -7 28 7 42 21 56
34 1 -20 15 -6 29 8 43 22 57
-33 2 -19 16 5 30 9 44 23 58
-32 3 -18 17 -4 31 10 45 24 59
-31 4 -17 18 -3 32 11 46 25 60
-30 5 -16 19 -2 33 12 47 26 61
-29 6 -15 20 -1 34 13 48 27 62
-28 7 -14 21 0 35 14 49 28 63
-27 8 -13 22 1 36 15 50 29 64
-26 9 -12 23 2 37 16 51 30 65
-25 10 -11 24 3 38 17 52 31 66
24 11 -10 25 4 39 18 53 32 67
23 12 -9 26 5 40 19 54 33 68
-22 13 -8 27 6 41 20 55 34 69

The practical use of the developed method for the MNS with bases

|
P=2 p,=5 p;=7,D=] [P =p-p,-P;=2-5-7=70 is presented in

k=1
the form of examples.
Example 1. Let C,,,s =2=(0]|2]|2) and r =2. Let's define the value

of Cyws =2° Because C,,=2>0, then can get that

L1
Cimns :ED+CMNS =35+2=37= =(1]|0]|0)+ (0| 2][2) = (]| 2]| 2) =37.

Because r=2 as a result of multiplying the value of C,, =(]2]|2) by
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itself 1-1=1(mod?2), 2-2=4(mod5) and 2-2=4(mod7), then can get
that (Cs)” = (11411 4) = 39.
Check:
(Coms)? =372 =37x37 =1369 = 39(mod 70) = (1]| 2|| 2) x (1]| 2|| 2) =
=@l 414)=39.

51 L1
(CI\ZIINS) =§D +CI$INS' Crxz/le:(CthNs) _ED: 22:39_35:4,

2° =4,
Example 2. Let C,,s =2=(0||2||2) and r =3. Let's define the value

of Cj. =2 Because C,=2>0, then can get that

L1
Cyns :ED+CMNS =35+2=37= =(1|0]|0)+(0[|2]|2) =]/ 2]|2) =37.

The first iteration of the multiplication gives the result:

CMNS X CJNS - (CMNS ) (CMNS) =(1]14/4), because 1.1=1(mod2),
2-2=4(mod5) and 2-2=4(mod7). After the second multiplication
(because r=3) of the number Cuns
(CMNS) =Cuns XCuns XCuns = (CMNS) % Cpns can get that
(Cons)’ =@II4114)x@ll2]12) = @lI3]]12) = 43.

1. Check:

(Cuns )’ =37° =50653 = 43(mod 70) = (1]| 2]| 2) x (]| 2]| 2) x A]| 2| 2) =
=(1]|3]|1) =43.

2. Crxa/le:(C Ns) ——D 2°=43-35=8, 2°=38.

Example 3. Let C,,s =—2 [2=(O]| 2|| 2)] and r=2. Let's define the

value of Cins = (=2)°. Because Cuns =—2<0, then
L1
Cuns =5 D=Cuys =35-2=33="=(1]|0[|0)— (0] 2] 2) = @I 3]|5) = 33.

Because r=2 there is the following 1-1=1(mod2), 3-3=4(mod5),
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5.5=4(mod7), then can get that (C,,)° = (1]| 4| 4) = 39.

Check:
(Cyns)? =33% =33x33=1089 = 39(mod 70) = (1|| 3]|5) x (|| 3| 5) =
= @]|4]14) =39.

CI\Z/INS = (Cl\z/le)ﬁ _% D, (—2)2 =39-35=4, (—2)2 =4,

Example 4. Let C,,c =—2 [2=(0]|2]|2)] and r =3. Let's define the

value of Cj,s =(-2)°. Because C,,, =—2<0, then there is the following

L1
Cuns =§D—CMNS =35-2=33=(1]/0][0)— (01| 2][2) = @[] 3]5) = 33.

The first iteration of the multiplication gives the result:
Coms XCims =(Cins)?, 1-1=1(mod2), 3-3=4(mod5), 5-5=4(mod7).
The second iteration (because I =3): (Cs)> xCins- In this case, there is
the following (Coms)’ = 11411 4), (Cons)’ = (Cons)* *Cns =
= @II411 4> QlI3115) = @l 2]16) =27.
Check:

(Coms ? = 33" =35937 = 27(mod 70) = Cums X Cyns X Cons = I 3115) %
x(@13115) < L1I31]5) =(1II2II 6) =27.

Cons =(Cins)” — D (-2)°=27-35 (-2°)=-8

Example 5. Let CMNS =-3[3=(1]|3||3)] and r=3. Let's define the

value  of Cins = (-3)°. Because Cyns =—3<0, then

L1
Cins =§D—CMN5 =35-3=32==(1/0]|0)-([I3]I3)=(0]| 2] 4) =32.

The first iteration of the multiplication gives the result:
Cims XCuns = (Cias)* = (0112]14)x (01 2]14) = (0[|4]|2). ~ The  second
iteration (because r=3):
(Cons)**Cus = (Cons)* = (011 4112)x (01 2|1 4) = (0[| 3]|1). Thus, can get
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that Cy = (-3)° =(0]|3]|7) =8.

Check:

(Cins)’ =32 =32768 =8(mod 70) = s X Cis X Cras = (011 2114) x
x(0[12][4)x(0[2]|4)= (O 3]11) =8.

Cins = (Cins)” —% D, (-3)°=8-35=-27, (-3)°=-27.

Based on the developed method, let's consider an algorithm for squaring
the residues of integers modulo p, MNS. This algorithm is often used in
cryptographic calculations [33-35]. Let it be necessary to determine the
value c¢Z(mod p,), where: c,, p, are natural numbers and the condition

0<¢, < p, -1 is satisfied. First, let's show that the following mathematical
ratio is fulfilled:

¢Z(mod p,) = (p, —¢,)> mod p,. (16)

Indeed, the number ¢’ can be represented in the form ¢’ =i-p, +«
given that O0<a<p, -1 i=012.., ie ¢.=amodp,. Then
(p—a) =pi—2-p-C+C= =p.—2:-p,-C,;+i-p +a. In this case

(pZ-2-p,-c,+i-p, +a)=amod p,. Equality (16) is valid for both even
and odd values of the modulus p, of the MNS.

Analytical ratio (16) is an algorithm for squaring the residues of integers
modulo MNS. Let's consider three possible options for the practical
implementation of this algorithm.

First option. The modulus value p, =2-n+1 (n=0,1 2,...) is an odd

number. For this case, the process diagram for implementing the operation
C?(mod p,) is directly based on mathematical ratio (16).

Second option. The modulus value p, =2-n and the value % are even

numbers. In this case, the value % is an integer and, therefore,
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2
(%j :%~ p, =0(mod p,). In this case, the algorithm for implementing

the operation of squaring the residues of integers modulo MNS is
determined by the following ratio:

[%j =0(mod p,). 7)

Third option. The modulus value p, =2-n is an even number, and the

P

value is an odd number. The proposed algorithm for squaring the

residues of integers modulo MNS is based on the use of the following ratio:

2
P« Py
—< | == (mod m,). 18
[ 2] ) ( ) (18)
Indeed, mathematical ratio (18) can be easily represented in the form:
P | Py P«
—<.| =*-1|=0(mod =*-2). 19
5 ( > j ( > ) (19)

From number theory it is known that the comparability of
C =D(mod p,) of two numbers C and D modulo p, is equivalent to the

divisibility of the number C—D by modulo p, [36, 37].

From ratio (19) it follows that the number %(%—1} is divided by

the module p, :%2. Indeed, the first factor (multiplier) P of the

2

P

Py 7“—1 is divided by

? )
P,
2

product (19) is divided by and the second factor

two, since by condition is an odd number. Thus, the validity of

comparison (18) is shown.

Thus, the main result of this research is that, based on the mathematical
model (8) of the process of squaring numbers (integers) modulo, a
mathematical model (9) of the process of exponentiating the residue of
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numbers modulo MNS to the power of a natural number, both positive and
negative numeric domains. Using this SMR, a method for exponentiating
numbers in the MNS in all numeric domain and an algorithm for squaring
the residues of integers modulo MNS has been developed. The method and
algorithm are based on the use of properties of the MNS
(-C)mod p, =(p,-i—-C)mod p,, (i=12,3,..),

2
le (mod p,) = (py _Ck)2 mod p,, (%] =0(mod p,)or

2
[%j z% (mod m;), by using the tabular principle of data processing [38-

40]. The results obtained are important and can be used for technical
implementation of the operation of exponentiation in computer systems for
processing integer data, operating both in the MNS and in conventional
binary positional number systems.

6. Conclusion
The procedure for realization the operation of exponentiating integers in

the MNS in a positive numeric domain has been researched. As the
operation of exponentiating numbers is one of the key operations of many
algorithms and protocols that are used in modern CS (programming,
cryptography, optimization algorithms, etc.) and there is no effective
implementation of this operation, especially for negative numbers. Two
options for representing numbers in the MNS are considered, in all numeric
domain. The first option is as follows: the original number in the MNS has
an additional two sign bits. These bits symbolize the sign of the number in
the MNS. The second option is as follows: for perform the process of
realizing the operation of exponentiating numbers by modulo MNS in all
numeric domain, it is supposed to represent the original number in a
modular structure. The research developed a method for exponentiating
numbers in the MNS, both in positive and negative numeric domain. This
method is based on the use of a synthesized mathematical model in an
analytical ratio, which is a generalized system of mathematical ratios of the
process of exponentiating numbers modulo MNS. The development of the
method was carried out by applying a special coding of numbers in the MS
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using the tabular principle of data processing. The use of the tabular
principle increases the speed of implementation of the operation of
exponentiating integers, which improves the performance of the CS in the
MNS. The result of the developed method is presented in the form of
examples of the operation of exponentiating numbers represented in the
MNS. An analysis of the solution of examples showed the practical value of
the developed method. Based on the obtained method, algorithm for
implementing the operation of squaring the residues of integers by an
arbitrary modulo MNS was received, in accordance with which devices for
their implementation were synthesized. These technical devices, for which
Ukrainian patents have been received, are recommended for use in the
practical implementation of CS components operating in both the MNS and
the PNS.
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Anomauyis. Yuciewni nybnikayii ocmauHix pokie ceiduams npo me, W0 NepPCHeKmusl
CMBOPeHHs  BUCOKOWBUOKICHUX Komn'tomepuux cucmem (KC) Ha ocHogi suxopucmanus
MoOyabHOI cucmemu yucienns (MCY) iokpusaroms wupoKi MOHCIUBOCMI OISl BUKOPUCTHAHHSL
KC 3 eucoxum cmynenem posnapanenenns 00poOKu YinoUUCeNbHUX OaHUX. 3acmocy6anHs
ocnosnux enacmusocmeti MCY i modicnueocmi guxopucmanis mabauuno2o npunyuny oopooxu
OaHUX 3HAYHO NIOBUWLYE WIBUOKICING BUKOHAHHA YINIOYUCENbHUX apu@MemuyHux onepayii y
NopigHAHHI 3 MPAOUYIIHOIO 0BIUIKOBOIO NOZUYIIHOIO CUCMEMOIO Yucaents. JJocniodcenns 6 yitl
eanysi nokaszyiomo egexmugnicmo euxopucmanni MCY Ona  30imvwienns weuokocmi
BUKOHAHHA, OKDIM OCHOBHUX apupmemuyHux onepayiii (000a8aHHA, GIOHIMAHHA mMaA
MHOMNCEHHS) HAO Yinumu yuciamu, onepayii nionecenus yinux uucen 0o cmenets. OOHax 0oci
He icHye epexmusnux memooig nionecenns yucen 0o cmenensi 6 MCY y ecitl uucnogiii oonacmi
(0o0amuitl i 6i0 'emniil). Tomy 8 ybomy 00CNIONCEHHI POPOOIEHO CUCMEMY MAMEMAMUYHUX
Cni6BIOHOUIEeHb, WO ONUCYIOMb OOCTIONCY8AHUL NPOYec, HA OCHOBI SIKOI po3poOaeHO Memoo
nioHecenns yucen 00 cmenems, sAKull, Ha GIOMIHY i0 8i0OMUX, MOdice Oymu peanizo8anuil y
6i0 emuitl  uucnogiti obnracmi. Ha ocHosi ompumanozo memooy OMpPUMAHO an2oOpumm
nionecenns uucen 00 cmenens 8 MCY, 3a akumu cuHme308aHo npucmpoi 01 ix peanizayii.
Kniouosi cnosa: apugmemuuna onepayis, komn'iomepna cucmema, cucmema MamemamudHux
Cni6BIOHOWIeHb, MemOO NiOHeCeHHs uucen 00 CMeneHs, MOOVIbHA CUCIeMd YUCTEHHS,
MOOYIbHA CIMPYKMYPA, NOUYIUHA CUCIEMA YUCTIeHHS, MADIUYHUL KOO MHONCEHHSI.

259



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

Section 7. Intelligent systems and data analysis
UDC 004:37:001:62

DIAGNOSIS INTELLECTUALIZATION OF COMPLEX
TECHNICAL SYSTEMS

Dr.Sci. Vychuzhanin V., Vychuzhanin A.

National University "Odessa Polytechnic™"
ORCID: 0000-0002-6302-1832, 0000-0001-8779-2503
E-mail: v.v.vychuzhanin@op.edu.ua

Abstract. The article presents the results of developing a model for diagnosing a ship complex
technical system with incomplete data and its implementation in an intelligent system for
assessing the risk of failures of subsystems, components, intercomponent links, which allows
obtaining a priori information about the technical condition of a complex system. Types of
technical condition of subsystems, components, intercomponent connections are determined on
the basis of diagnostic features of a complex system using the example of a ship power plant to
assess the risk of their failures. Predicting the type of technical state of a complex technical
system was carried out using a posteriori inference in Bayesian belief networks. The studies
presented in the article assessed the risk of failures as a result of the use of an intelligent
system for diagnosing and predicting the risk of failures of a ship complex technical system.
The model for diagnosing and predicting the risk of failures of subsystems, components,
interconnections can be considered as a conceptual model of an intelligent system for
diagnosing and predicting the risk of failures of complex technical systems on network
infrastructures, which has a relative insensitivity to incomplete technological data.

Keywords: technical condition; complex technical system; risk of failure; diagnostics;
forecasting; intelligent system; Bayesian belief network; insensitivity to incomplete data.

1. Introduction

Complex technical systems (CTS), having structural and functional
diversity, differ in the principles of operation and consist of numerous
interconnected and interdependent subsystems, components with complex
intersystem, intercomponent links [1, 2]. The increase in the complexity of
the composition of ship CTS affects the growth of system failures, which in
turn is accompanied by an increase in repair work or CTS components
replacement. Intellectualization of diagnostics and forecasting of the
technical condition (TC) of ship complex systems makes it possible to
extend the operation time of such CTS. This article is devoted to the
development and application of artificial intelligence methods for evaluating
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the TC of subsystems (TS), components (CM), intersystem (IS) and CTS
intercomponent communications (ICC) in order to prevent their possible
failures.

2. Description of Problem

Diagnostics and prediction of TC helps to reduce the CTS risk of failures
of subsystems, components, intersystem and intercomponent connections at
their operation stage [3, 4, 5, 6]. Diagnosis (evaluation) and prediction of the
technical state of the CTS should take into account the specifics of systems
that are often operated under uncertain conditions of the external and
internal environment, with unspecified CTS regulatory parameters values
and have relative insensitivity to incomplete system components
technological data [7]. The CTS reliability can be assessed by the results of
diagnosing the TC, and the prediction of changes in the TC makes it
possible to operate the systems until signs of a dangerous decrease in
reliability appear, while excluding premature dismantling of components
and assemblies, as well as performing other labor-intensive work that is
often of dubious usefulness for the CTS reliable operation.

To successfully solve the problem of ensuring the ship CTS reliability it
is necessary to remove a number of uncertainties. Such uncertainties include
incomplete data on external, internal impacts on systems and on the state of
such systems. The removal of uncertainties can be based on solving
problems of assessing the risk of CTS failures and its prediction with
relative insensitivity to incomplete technological data FS, FC, FIC and FI [8,
9, 10]. Traditional automation of ship equipment includes, in addition to
monitoring parameters and controlling installations and mechanisms, also
equipping them with complexes that allow us to create hierarchical
distributed integrated systems for diagnosing and predicting complex
systems TC [1, 11, 12].

Diagnostic and forecasting systems should: constantly carry out
diagnostics of the ship CTS TC of functional FS, FC, FIC and FI; analyze
trends in changes in the technical equipment of systems; perform failover
and provide TS prediction. To implement such a technology, appropriate
algorithmic and software tools are required. The diagnostic algorithms used,
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as a rule, are based on the tolerance control of individual diagnostic
parameters.

However, the analysis and integral assessment of FS, FC, FIC and FI
TC, the development of control actions in most cases is carried out by ship
operators based on heuristic rules. At the same time, the volume of
measuring and diagnostic information, the number of connections,
dependencies of systems diagnostic TC features and types can be
significant.

In theory, engineering practice, various methods are used to assess the
risk of failures FS, FC, FIC and FI CTC. An example of the application of
risk theory is the logical development of probabilistic analysis to assess CTS
failures risk [13]. Advantages of probabilistic analysis: the full range of
accident scenarios and consequences of FS, FC, FIC and FI failures is
analyzed, and not only design basis accidents; balanced approach; an
objective assessment of the accident rate is used; accounting for the
interdependence between CTS subsystems and components in an explicit
form. With a probabilistic approach, the reliability level is selected
depending on the possible consequences in case of damage (failure) of FS,
FC, FIC and FI systems. In this regard, the assessment of the risk of ship
CTS failures lies in their damage unacceptable probability.

However, the negative consequences of a failure in systems are often
taken into account intuitively, implicitly, by taking certain failure-free
operation probability values or system components safety factor.

Intellectualization of automated diagnostic systems involves solving a
number of interrelated tasks of a structural, functional, informational and
organizational nature, which should be provided at the stage of designing
diagnostic systems for TC CTS [6]. Expert systems are widely used to
automatically analyze data and issue recommendations to prevent possible
failures. These systems can be integrated with control and monitoring a
system, which allows us to quickly respond to changes in the parameters of
the CTS operation and take measures to ensure its safety and reliability.

In artificial intelligence, knowledge representation models are actively
developing - Bayesian Belief Networks (BBN), used to diagnose the TC of
complex systems [14, 15, 16].

262



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

One of the BBNs advantages for vehicle diagnostics is their ability to
work with uncertain and incomplete CTS process data. BBN can be applied
to assess the risk of failures in CTS, providing data and knowledge
integration to assess the likelihood of various failure scenarios and their
consequences. By identifying critical components, evaluating maintenance
strategies, and supporting regulatory compliance, BBNs can help ensure safe
and reliable CTS operations. Thus, the problems associated with ensuring
the reliable operation of ship CTS require further improvement and the
search for new methods, models and algorithms aimed at promptly detecting
emergency conditions of equipment, at solving the problems of diagnosing
and predicting system failures risk under conditions of relative insensitivity
to incomplete data on FS, FC, FIC and FI.

Since all modern ships must be equipped with automation systems for
technical means using artificial intelligence technologies, the introduction of
approaches based on such methods, models and algorithms should help
ensure ship’s CTS reliable operation.

That is, taking into account the existing problems in ensuring reliability
during the operation of CTS, the intellectualization of diagnostics and
predicting ship’s CTS failures risk by diagnostic features is a significant
direction that allows us to influence the safety and reliability of systems and
is an urgent task.

Statement of the problem: to substantiate the forecast failures risk of FS,
FC, FIC and FI by intellectualizing the assessment ship complex systems
TC by diagnostic features. The purpose of the work: ensuring the reliability
and safety of ship CTS by reducing the risk of failures FS, FC, FIC and FI.

3. Model diagnostics technical condition intellectualization and
prediction ship complex systems failures risk

In a formalized form, BBN for diagnosing the TC and predicting the risk
of ship CTS failures contains an acyclic directed graph G, a set of vertex
variables and directed links between them. A formalized generalized model
for the intellectualization of TC diagnostics and predicting failures risk of
FS, FC, FIC and FI by diagnostic features can be described as follows:

<G,S(C), I5(I¢), Ry R L>, 1)

where: S(C), set FS (FC);

Is(lc)?
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I, (1), set FIC (FI);
Rs(c)» R,S (1) » Set of failures risk diagnostic assessments FS (FC) u FIC

(FI) CTS;
L - mapping relationships between sets S(C),l¢(l.)and

Rs(cys R, (1) based on the fault tree of the CTS diagnostic mode.
s\ic

TC FS (FC) and FIC (FI) sets with S(C), 1,(l.) is determined based on

the failure tree (Failure Tree), presented as a set failures risk of FS, FC, FIC
and FI. The tree consists of failure risk sequences, which are a multi-level
graphological structure diagnostic model causal relationships, obtained by
tracking failures in the reverse order of the structure, in order to find
occurrence their possible causes. The advantage of a fault tree over other
failure scoring models is that failure analysis is limited to identifying only
those FS, FC, FIC, and FI of the system and the events that lead to a
particular system failure or crash. The fault tree allows us to identify all the
paths leading to the failure of the CTS, and provides the determination of
the minimum number of combinations of events that cause the system to fail
[17]. The set FS (FC) of the CTS, taking into account their hierarchical
levels, is determined

SC) ={v,"" Ny =L Ngc)imyy =L Mg}, ()

ns(c)

where v TS)(°)> , each FS (FC) condition;

Ng(ey» FS (FC) number;

M., » hierarchical level number FS (FC);

Nsec)» FS (FC) value;

Msc)» hierarchical level number value FS (FC).

The state of each FS and FC CTC is expressed as:

<m, > 0 f

507 _

v, = W a a 3
Ns(c) Ys(Chogmy " Vs(Chgmy " U'”S<C)n(m)’ 5 oy }’ ®)
where \W° , full working capacity FS (FC);

Ys(Cn(m)
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f
Us(Cin(m)

, performance FS (FC) at different degrees of their losses;
a, a, , incoming and outgoing FS (FC);
mS(C)n(m) OHS(C)n(m)

in, on, sequence number of incoming and outgoing FIC, FI.

Operability of FS and FC at different degrees of their losses:

—{\Nms(c) e | f =O—’l:ns(c) =1, NS(C);ms(c) =1, MS(C)}1 (4)

US(C)n(m

In (4) f =0 is the correct state of the STS, f=1 is the failure of the CTS.
The set of FIC and FI CTS is determined by:

g ={@i** la=L Ab=1B;2=12;q=1Q}, ®)
where a)fa 2.8~ state of each FIC (FI);

a, FIC number;

z, FI number;

b, hierarchical level number FIC;

q, hierarchical level number FI;

A, FIC value;

Z, Fl value;

B, hierarchical level value FIC;

Q, hierarchical level value FI.

State of each FIC and FI:
<a b,z,q> . f
IS((‘) B _{VV W, }’ (6)

D15 (Cha(z) D15 (Cha(z)

where W ° , full working capacity FIC (FI);
'$(©a(z)
f
s (Cagz)

Operability of FIC and FI at different degrees of their loss:

, operability FIC (FI) at different degrees of their loss.
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W,,j“ ={W*”|f=0La=1,Az=12;} )
1S(Ca(z)

n(m) FS (FC) failure risk:
Rs©nm = Ps@nm “Fs©0m (t) ®)

a(z) FIC (FI) failure risk:
P (t) ©

IS(C)a(z) - IS(C)a(z) IS(C)a(z)
Modeling assumptions and limitations are that FS and FC CTSs can have
a failure risk level distributed based on the Harrington desirability function
[18]: 0 - 0.2 - minimal (the consequences of failure are minimal); 0.2 - 0.37
acceptable (consequences of failure are insignificant); 0.37 - 0.63 -
maximum (consequences of failure are significant); 0.63 - 1 - critical. An
available source for the reliability statistics FS, FC, FIC and FI of ship CTS
when choosing the values of the conditional probabilities of their failures to
determine failures risk is the OREDA offshore database [19]. In the
database, conditional probabilities correspond to the exponential distribution
law for the time between failures FS, FC, FIC and FI, whose resource is
installed before the end of the normal operation period. CTS with a set of
FS, FC, FIC and FI can be classified as "non-aging" systems, since they
operate only in the area with the failure rate A(t)=A=const. The failure rate is:
Ay =20l _, (10)

exp(—aT,)

where . — distribution parameter, taken according to the test results equal to

a ¥ 1/T,, T, _ mean time to failure estimate.
Mean time to failure:

T, = [P®)dt=1/2 (11)
0
The failure probability FS and FC CTS, taking into account the number
of failures of a certain subsystem (component), can also be determined:
Vso)

= Tm (12)

PS(C)n(m) r
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where PS(C) . , failure probability n(m) FS (FC);

Vs(Coqny + NUMber of failures "M ES (FC);

7 =10° hours - the period of statistical testing.

The probability of failure FIC and FI CTS, taking into account the
number of failures of a certain intersystem (intercomponent) connection, can
be determined:

Is(©)agz)

IS(C)a(z) - T (13)

where P, , conditional failure probability a(z) FIC and FI;
)

Is(c)a(z
S number of failures 2% FIC and FIL.
Quantitative assessment of damage FS, FC from failure of a subsystem
(component) to determine the risk of failure:
D _ Nun(m) ) (Cn(m) +C|n(m) +Cdn(m)) A (14)
S(Cln(my Nf ’

number of unrecoverable failures FS (FC);

n(m)
where Nu
C n(m) 1
Ci y(my»
Cd
Nf

dS(C)n(m)
Quantification of FIC and FI damage from failure a(z) FIC and FI:

D _ NU, (., - (Ca(z) + Cia(z) + Cda(z)) ]
Isazy Nf !

n(m)’

FS (FC) price;
FS (FC) installation cost;

FS (FC) disposal cost;

n(m)

number of failures FS (FC);

n(m)

, damage from abandonment FS (FC).

(15)
a(z)
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where N U, () , humber of unrecoverable failures FIC (FI);
C .y » price FIC (FI);

Ci installation cost FIC (FI);

n(m)?
Cd ,, . disposal cost FIC (FD);

Nf number of failures FIC (FI);

a(z)’
, damage from abandonment FIC (FTI).

Is(c)a(z)

The verbal form is used to describe the category of damage from refusal

FS (FC). To compare numerical estimates for different classes of damage,
the Harrington scale is used [18]: “Insignificant damage” - 0.1- Dcrit;
"Damage is insignificant” - 0.29- Dcrit; "Damage of medium significance” -
0.51 Dcrit; “Significant damage” — 0.72- Dcrit; "Damage Critical” —1-
Dcrit. According to the established conditional failure probabilities and
damages from failures FS, FC, FIC and FI according to (8), (9), their risk of
failures is determined. The initial data for constructing an intellectualization
model for assessing the technical condition and predicting the risk of
failures of complex systems on the example of a ship power plant (SPP)
based on dynamic are: PPS principle operation scheme; failure probabilities
FS, FC, FIC and FI CTS. The set of TS FS, FC, FIC and FI CTS is
determined based on the failure tree, presented as a set of their failure risk
(Fig. 1). Symbols of subsystems, components of the SPP in BBN: Input
element - IE; Fire fighting system - FFS; Compressed air system - CAS;
Manual control of the main engine - MCME; Control system - CS; Remote
automated control system of the main engine - RACSME; Intermediate
component - P1; Ship power plant - SPP; Main engine - ME; Ballast
drainage system - BDS; Emergency drive propulsion and steering complex -
ED PSC; Control system for propulsion and steering complex -CSPSC;
Boiler plant - BP; Transfer of power from the main engine to the propeller -
TPMEP; Intermediate component - P2; Propulsion and steering complex -
PSC; Output component - EXIT. Tab. 1 reflects the correspondence of
symbols on the fault tree S and FS, FC BBN. The structure of the BBN SPP,
shown in Fig. 2, is a multi-level subsystem location system, consisting of 13
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subsystems, 7 levels with the addition of specialized intermediate nodes P1
and P2, providing the implementation of a multi-level network structure.
For the subsystems of the upper level SPP BBN structure, conditional
failure probabilities are specified, taking into account the influence of
subsystems of a lower hierarchical level on subsystems of a higher level.

R

F3
[] L]
— [ ——
s4 | \ \ \ S5 ( ra )
— Fe | F7 ) [ F5 ) L . F4 )
'..Zil‘.'
(# ) (F ) F0) ( F1 ) S6 (12 )
()
(F3 ) [ Fi4 )

Fig. 1. Fault tree of subsystems (components), in_tersystem_ (intercomponent)
connections of the SPP

Table 1.
Correspondence table S and subsystems (components) BBN
Designation Event characteristics
S1 Violation of the IE element
S2 Violation of the FFS, CAS, MCME elements
S3 Violation of the RACSME, P1, SPP elements
S4 Violation of the CS, BDS, BP elements
S5 Violation of the ME, ED_PSC, CSPSC
elements

S6 Violation of the TPMEP, P2, PSC elements
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Fig. 2. Structure of BBN SPP
As an BBN example for interconnected power plant units (Fig. 2) IE,
CAS, SPP and interconnections IE-CAS, CAS - SPP, sets of failure risk at
the initial time and taking into account the dynamics of technical conditions
over time based on a priori data on intensities bounce

270



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

RWork;"2$),_, =0
R(Not _work;"?3),_, =1;

R(Vvorkle’?iCAS,CAsfsPP)t:O =0 (16)
R(Not _ Workle’:iCAS,CAsfsPP)t:O =1;

R((Work;23), /(Work;53), ) =0.1;

R((\NorklE _CAS,CAS _SPP t/(VvorklE _CAS,CAS-SPP/t l) 0’1

Sets of risk of failures at the current moment of time, taking into account
the previous state of subsystems and intersystem communications, can be
within the level of risk of failure is estimated as minimal, the consequences
of an accident are minimal at:

R((Not _ work;22), /(Work;23), ,) =0,1-0,2; 17
R((Not _workie® cxs cas_spp )i WOTKZ cas cas_spp)i) =01-0,2;

the risk failure level is assessed as acceptable, the consequences of the
accident are insignificant at:

R((Not _work;'7y), /(Work;Z5), ;) =0,2—0,37;  (18)

R((NOt WOrklE _CAS,CAS _SPP t/(WorkIE _CAS,CAS-SPP tl) 012_0137’

the risk failure level is estimated as maximum, the consequences of the
accident are significant at:

R((Not _ work;23), /(Work; ?3),_,) =0,37 —0,63; (19)

R((Not _Worklzéa_CAS,CAS_SPP)t /(Workleys_CAS,CAS—SPP)t—l) =0,37-0,63;
the failure risk level is assessed as critical at:

R((Not _work;57), /(Work;55),,) =0,63—1; (20)

R((NOt WorkIE _CAS,CAS_sPP/t /(\NorklE _CAS,CAS—SPP t—l) 0,63-1.

The construction and study of BBN failure risk assessments FS, FC, FIC
and FI CTS was carried out using the software product GeNle [20].

The use of the GeNle environment makes it possible to diagnose the TC

of each FS, FC, FIC and FI CTS. Perform a regression analysis of the
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influence of network each parent element on its corresponding child
element. Implement a graphical display of the failures risk assessment
predicting results FS, FC, FIC and FI CTC. Calculate the values of the
working capacity loss probability, damage from failures and assessments of
failures risk FS, FC, FIC and FI CTC.

When modeling the SPP’s BBN (Fig. 2), for various failure risk values
the input component, the failures risk values of functionally interconnected
and interacting FS for 20,000 hours SPP operation were determined (Fig. 3).
The operating state and failure, for example, of the CS subsystem for the
risk of failure at the input element of the SPP 0.26 when simulating the BBN
of the SPP is shown in Fig. 4.
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Fig. 3. SPP subsystems predictable risk

The purpose of using BBN in assessing the risk of failures FS, FC CTC
is a posteriori conclusion. The a priori data are dynamically recalculated and
form a posterior failure risk estimate, which is a priori information, to
process the new information. Post hoc inference is based on procedures
for analyzing data obtained from the use of BBN. When implementing this
approach in research, modeling on a priori and a posteriori data, the
predicted TC FS, FC of the power plant are determined, which have the
greatest impact on the performance of the main engine and the operation of
the entire system for various time periods. It follows from the research
results that the predicted maximum non-operating state during the operation
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of the SPP is 20,000 hours. Corresponds to the most vulnerable subsystems
ME, VR (Fig. 2).
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Fig. 4. Operating state and failure of the CS subsystem for failure risk the
input component of the SPP 0.26

Because subsystems ME, VR are dependent at the level of the
hierarchical structure of the SPP, therefore, in the future, it is necessary to
regularly check the subsystems in order to find possible causes of their
failure, thereby increasing operation reliability of ME, VR, and hence the
whole SPP at all. Thus, based on the intellectualization TC assessment FS,
FC, FIC and FI of the CTS by diagnostic features, it is possible to
substantiate the forecast failures risk FS, FC, FIC and FI of the SPP.

The considered principle intelligent system functioning, its structure, in
terms of the technical and technological foundations of construction on the
example of SPP, reflected in the method and model for assessing and
predicting FS, FC, FIC and FI CTS failures risk can be considered as
conceptual task. The described method, the developed model of an
intelligent system for assessing and predicting the risk of CTS failures on
network infrastructures, as a research result, confirmed the relative
insensitivity to incomplete technological data FS, FC, FIC and FI.

Application of research results allows providing:
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—formation of principles for the intelligent system for diagnosing and
predicting the CTS failures risk construction and operation;

—intellectualization model of TC estimation and forecasting ship CTS
failures risk oby diagnostic features, which has a relative insensitivity to
incomplete technological data FS, FC, FIC and FI CTS creation;

—intellectualization model for ES evaluation based on the use of a priori
information about failures, linking the types of TC FS, FC, FIC and FI of
complex systems and their diagnostic features in the failure risk form
creation;

—identifying the most vulnerable FS, FC, FIC and FI CTS and solving
the problem of determining the failures causes depending on failures risk in
the TC diagnostics.

4. Conclusion

The results of the development of a diagnostic model for a complex
technical system with incomplete technological data and its implementation
in an intelligent system for assessing and predicting FS, FC, FIC and FI ship
CTS failures risk made it possible to obtain a priori information about the
technical condition of a complex system. The types of technical condition
FS, FC, FIC and FI are determined on the basis of diagnostic features of a
complex system using ship power plant example. Predicting complex
technical system technical state type was carried out using a posteriori
inference in Bayesian belief networks. The conducted studies presented in
the article evaluated the results of functioning of an intelligent system for
diagnosing and predicting complex technical system failures risk, which
makes it possible to identify the most vulnerable FS, FC, FIC and FI CTS
and predict their TC.

The model for diagnosing and predicting the risk of failures of
subsystems, components, interconnections can be considered as an
intelligent system conceptual model for diagnosing and predicting complex
technical systems failures risk on network infrastructures, which has a
relative insensitivity to incomplete technological data.

The use of the developed method and model, taking into account the
hierarchical levels FS, FC, FIC and FI, when searching for the causes of
failures in complex technical systems, allows us to control failures risk in
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systems when information about failures in their structures is received
according to TC. The application of the method and model allows predicting
trends in the risk of system failures, taking into account changes in
individual FS failures risk of FC, FIC and FI in order to further choose a
strategy for their restoration or replacement.
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IHTEJIEKTYAJIIBAIA JIATHOCTHUKH CKJIAJJTHUX
TEXHIYHUX CUCTEM

Buuy:xanin B., Buuyskanin A.
Hayionanenuii ynieepcumem "Odecvka nonimexuixa"
E-mail: v.v.vychuzhanin@op.edu.ua

Anomauyin. Y cmammi HageoeHo pe3yibmamu po3pooKu Mooeii 0ia2HOCMYBAHHA CYOHOB0T
CKIAOHOI MeXHIYHOI cucmemu 3 Henoguumu Oanumu ma il peanizayii 6 iHmMeneKmyanibHii
cucmemi OYiHKU pU3uUKy 6i0MO6 niocucmem, KOMHOHEHMI8, MIDCKOMNOHEHMHUX 36 A3Ki8, WO
0oszeonsic ompumamu anpiopny ingopmayiio npo mexmiunul cman CKIaOHOI cucmemi.
Busnaueno euou mexuiunozo cmany niocucmem, KOMIOHEHMIB, MIHCKOMNOHEHMHUX 36 A3KIE HA
OCHO6I  0iAZHOCMUYHUX O3HAK CKAAOHOI cucmeMu Ha Npukiadi cyOHOB80I eHepeemuynoi
YCMAaHOBKU 011 OYIHKU PUBUKY IX 8i0M06. [IpO2HO3Y8AHHA MUNY MEXHIYHO20 CMAHY CKIAOHOT
mexHiyHol cucmemu 6yn0 30IUCHEHO 3a OONOMO20I0 ANOCMEPUOPHOO BUCHOBKY 6 DANECIBCHKUX
Mepeoicax eipysans. Jocniodcenns, npedcmasneni ¢ cmammi, OYiHIOBANU PUBUKU GIOMOG Y
pe3ynomami  GUKOPUCMAHHSA  [HMENeKMYanbHoi cucmemu OiAeHOCMUKY mMa Npo2HO3Y6aHHs
PU3UKIG 810M06 cKkaadHoi mexuiunoi cucmemu cyona. Moodenv diaenocmuxu ma npocHo3y6aHHs
Ppusuxy 6i0Mo6 niocucmem, KOMNOHEHNIB, 63AE€MO36 SI3KIE MOJNCHA — pO321A0AmMU  SIK
KOHYenmyaibhy Mooensb iHmeneKmyanbHoi cucmemy OiazHOCMUKY ma NpoeHO3YBAHHS PUSUKY
8I0M08 CKIAOHUX MEXHIYHUX CUCIeM HA Mepedicesux iHpacmpykmypax, saka mae 8iOHOCHY
HeYwymaugicnmv 00 HenoGHOi MexHOIOIYHI OaH.

Knwouosi cnosa: mexniynuii cma, CKIaoHa MexHiyHa cucmema, pusuk Hegoadi, 0iaeHOCMuUKaA;
NPO2HO3YB8AHHA, IHMENeKMyanibia cucmema; mepedxca nepekonans Baiieca; newymausicms 00
HeNnoBHUX OaHUX.
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Section 8. Multi-agent systems and distributed computing

UDC 004.89

THE DEVELOPMENT OF AGENT-BASED LEARNING
PLATFORM WITH TEMPORAL LOGIC SPECIFICATIONS

Dr.Sci. Axak N., Ph.D. Kushnaryov M., Tatarnykov A.
Kharkiv National University of Radio Electronics, Ukraine
ORCID: 0000-0001-8372-8432, 0000-0002-3772-3195,
0000-0002-1632-8188
E-mail:nataliia.axak@nure.ua, maksym.kushnarov@nure.ua,
andrii.tatarnykov@nure.ua

Abstract. A model of an agent-based learning platform (ALP) has been developed, in which,
based on the combination of agent technology and computer vision, an approach is proposed
that allows combining collective control, coordination and cooperation of agents to provide
online educational services. The proposed approach allows, firstly, students to be aware of the
progress of their own learning activities, and secondly, to notify parents in the event of a
negative incident, i.e., when their child does not attend classes according to the schedule
established in this educational institution, or this student received a score based on the results
of the final/semester academic performance check in accordance with the schedule of the
educational process less than the minimum allowable. The provision of such services is realized
through the student behavior monitoring subsystem and the community of intelligent agents.The
formal specification of agents was made using alternating-time temporal logic (ATL). The
formalization is used to model the simultaneous behavior of a system with an unlimited number
of agents and states, as well as to verify some properties expressed as ATL formulas.A software
prototype of an agent environment for integrating distributed agents into a single information
space that combines the Moodle learning platform, a university web portal, a Student behavior
monitoring subsystem developed and Amazon S3 cloud storage was developed

Keywords: learning management system, monitoring, Moodle, learning process, agents,
multiagent system, temporal logic specifications, alternating-time temporal logic

1. An introduction to achievements of multi-agent systems in education
The development of computing systems and the Internet of Things (IoT)

has led to the ubiquitous distribution of distributed computing, embodying
the successful interaction of disparate objects. In this regard, we see the
widespread distribution of sets of autonomous computing objects (agents),
called multi-agent systems (MAS). It is thanks to the effective application of
agent-oriented technologies that the development of distributed and
intelligent programs in complex and highly dynamic environments became
possible. Multi-agent systems are successfully implemented in almost all
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fields of activity, including production, education, marketing, health care,
etc., improving people's daily life. Getting a good education has always been
an important aspect in our lives. Most citizens consider a good education a
means of obtaining a decent life. The globalization of the world and the
globalization of learning are expanding the application areas of artificial
intelligence (Al) in education, including profiling and prediction,
assessment, personalization, and intelligent learning systems. The main goal
of educational institutions is to improve the quality of education, that is, to
improve the process of acquiring knowledge by students.In addition, we
observe an approach to the actual problem of higher education institutions,
which are forced to close due to quarantine or due to the war that Russia has
unleashed in Ukraine, and switch to online education using virtual
environments. The main problem facing learning in virtual environments is
not only the availability of educational content for users, but also the ability
to present knowledge in the right place, at the right time, and in the right
way. For this reason, researchers are paying more and more attention to the
application of intelligent agents to manage the learning process in order to
improve the performance of students in the online environment. Therefore,
the increasing integration of intelligent agents into our lives, especially
where computer systems must be able to communicate both with each other
and with people, requires research and development of new concepts and
tools in the complex field of multi-agent systems.
2. Related works
The technology of multi-agent systems is used in almost all real-world

applications, whether it is a simple e-commerce auction or an air traffic
control system. It is one of the new technologies that has gained popularity
very quickly due to the fact that it allows easy development of complex and
distributed systems. It also appeared in the educational environment. Several
multi-agent e-learning systems containing different functions have been
developed and implemented. Paper [1] analyzes and compares various
existing multi-agent e-learning systems based on their characteristics such as
interactivity, adaptability, security, etc. The purpose of the special issue
“Advances in Multi-Agent Systems” is to promote MAS by increasing its
visibility and increasing its accessibility to the scientific community [2].
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This review aims to provide an overview of current research on MAS agents
and technology and highlight the high level of activity in this area. The
researched works demonstrate the constant growth of the scientific
community's interest in new models, techniques and methods for multi-
agent systems. Although research related to MAS is still developing in the
most "classical" directions, at the same time it is also expanding into new
areas - learning huge amounts of data. The purpose of another special issue
"New Insights in Multi-Agent Systems Cooperation, Control and
Optimization" [3] is to attract new, high-quality contributions to the theory,
modeling, development and application of social processes of multi-agent
systems. Approaching many problems in science and technology as multi-
agent systems emphasizes the need to investigate problems related to
collective control, collective decision-making and optimization, collective
and social machine learning, multi-agent reinforcement, as well as
coordination, cooperation and evolution of agents, etc. The use of agents in
learning systems is considered in [4, 5, 6, 7, 8, 9, 10, 11]. The purpose of the
work [12] is to analyze the use of software architectures in intelligent e-
learning systems. In addition, the authors propose an open, distributed,
agent-based software architecture for flexible, personalized learning and the
development of personalized educational resources. They also discuss an
ontology-based information model for personalized learning as part of a
proposed agent-based software architecture. The relationships between the
components of the presented software model and the information model
based on the ontology, which describes the data and knowledge necessary
for the effective operation of the learning system, are also considered. The
document [13] presents the architecture of the intelligent learning
management system (ILMS) applied to Moodle. They presented the design
and implementation of an agent that selects a learning strategy according to
a student's learning style. The selected learning strategy used to filter the
learning objects displayed to students. The authors of the work [14] believe
that in order to achieve the main goal of electronic learning systems (LMS) -
increasing the effectiveness of learning, it is necessary to satisfy individual
requirements and provide personalized practices depending on the abilities
of students. This paper proposes a dynamic multi-agent system that includes
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five agents that takes into account the differences in capabilities of different
users: the project clustering agent is used to cluster a set of educational
resources/projects into similar groups; the student cluster agent groups
students according to their preferences and abilities; a student and project
matching agent is used to map each student group to an appropriate project
or specific learning resources according to specific design criteria; the
student matching agent is designed to efficiently match different students;
dynamic student clustering agent is used for continuous tracking and
analysis of student behavior in the system, such as changes in knowledge
and skill levels.

The article [15] presents a multi-agent system for recommending
learning objects in virtual learning environments aimed at improving the
customization of learning instructions regarding learning content according
to the student's profile. The structure of the system consists of four
intelligent agents: administrator agent (responsible for student access
control); profile agent (responsible for determining the learning style of
students); recommendation agent (analyzes student history to recommend
educational facilities); tutoring agent (offers help to students). The
document [16] proposes an approach to building a personalized e-learning
environment, in which the main emphasis is placed on the development of
students' needs. An adaptive agent-based architecture is proposed that
extends the Moodle platform to support learning solutions and behavior
adaptation. The paper describes the characteristics, functions, and
interactions of the agents involved in each module of the adaptive
architecture, as well as the intelligent agent for making instructional
decisions. The purpose of this agent is to gather information generated by
other agents and provide the best personalized support for end users,
teachers and students, taking into account their relationship to the learning
environment. The aim of the article [17] is to present the benefits of
integrating ubiquitous computing together with distributed artificial
intelligence techniques to build an adaptive and personalized context-aware
learning system using mobile devices. The authors proposed a multi-agent
context-dependent e-learning system with the following functionalities:
context-dependent learning planning; personalized course evaluation;
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selection of educational facilities according to the student's profile; search
for educational objects in repositories; search for thematic teaching
assistants; access to current context-oriented learning activities. The system
[18] is focused on three main characteristics: the learning style according to
the Felder-Silverman learning style model, the level of knowledge and
possible defects of the student. Three types of disabilities were taken into
account, namely hearing impairment, visual impairment and dyslexia. The
system will be able to provide students with a sequence of learning objects
that matches their profiles for personalized learning. The main goal of this
system is to recommend to students a learning path that matches their
characteristics and preferences using the Q-learning algorithm. The main
goal of the study [19] is to build a multi-agent architecture that provides the
ability to adapt to the student, preferences in the e-learning environment,
analyze and control communication and interaction between various agents
of the proposed system. To this end, they introduced a distributed intelligent
whiteboard agent that provides communication between participating
agents. The document [20] proposes a multi-agent architecture of an
emotional-intellectual e-learning system that aims to help children with
autism spectrum disorder overcome learning disabilities. The proposed
architecture is based on several agents that allow to intelligently solve
emotional, cognitive and pedagogical problems. The document [21]
describes an agent-oriented approach, which is aimed at creating learning
situations by solving problems. The proposed system is designed as a
society of agents that organizes interfaces, coordinators, information sources
and mobile devices. The goal of this approach is to challenge learners to
engage in multiple learning activities chosen according to their skill level
and preferences to enable adaptive learning and reduce the number of
learners in an electronic environment. The aim of the study [22] is to
develop an e-learning system for basic mathematics that is able to provide
each student with personalized content to overcome misconceptions. The
system uses a multi-agent architecture to monitor student activity while
simultaneously observing and modeling student knowledge and
misconceptions. Lessons and exam questions are selected dynamically by
the multi-agent system to cover the prerequisites of new lessons depending
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on the user's profile. In order to provide intelligent tuning and improve the
adaptation quality of the learning environment, [23] proposes a multi-agent
adaptive learning system architecture based on incremental hybrid case-
based reasoning to make the right decision in real time under the current
learning environment. The documents [24, 25, 26, 27] presents mobile
learning systems using the multi-agent paradigm. The systems provides
adaptive learning content, personalized to the learner's style and preferences,
to increase learner satisfaction and facilitate the learning process. Taking
into account the research works reviewed earlier, it is found that agents can
provide students with personal assistants for personalized learning in order
to improve the effectiveness of the learning process. However, the problems
that arise during distance learning, namely the monitoring of class
attendance and the detection of falsification during testing or exams, still
remain unsolved. The solution to such an important scientific and practical
problem as the development of an agent-based learning platform can be
achieved through the introduction of modern methods and concepts into the
educational process in the following ways. Personalized education. The
development of the platform should be aimed at individualising learning,
taking into account the needs and capabilities of each student. The use of an
agent-based approach will allow creating agents for each student that will
take into account their personality, skills, learning pace, etc. Use of
artificial intelligence to analyze progress. Intelligent agents can use data
analytics and machine learning to assess learner progress, identify problem
areas, and recommend further training. This can lead to more effective
learning and improved outcomes.

1. Promoting cooperation and interaction. The design of the platform
should allow for collaboration between students and teachers, sharing of
experiences and knowledge. Agents can coordinate this process and
encourage mutual assistance.

2. Monitoring and prevention of social problems. Agents can serve as a
monitoring system to identify students who are at risk from social aspects.
This can include timely detection of alarming situations and alerting parents
or educators.
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3. Access to education for all. Ensuring accessibility and equal
opportunities for all students. The development of the platform should be
focused on providing education to students of different categories and social
groups.

Integration of these aspects into the development of the platform will
allow raising important scientific and practical problems in the educational
sphere and contribute to their further solution through the use of modern
technologies and methods. Statement of the problem - developing the
prototype of an agent-based learning platform (ALP) to provide online
education services, which allows students to be aware of the progress of
their own educational activities and to interact with parents in the event of
an incident when their child is at risk.

To solve this problem, you need to take the following steps:

1. Define the requirements and functionality of the system:

— the ability to track student progress;

— mechanisms of interaction between students and parents, including
notifications and consultations.

2. Designing the system architecture:

— consideration of an agent-based approach and identification of agents
(students, teachers, parents);

— defining the system architecture, including modules for interaction
and communication between agents.

3. Selection of technologies and stack:

— selection of programming languages, frameworks and technologies to
implement the platform's functionality.

4. Development of prototype functionality:

— creation of modules for registration of students, teachers and parents;

— implementation of progress tracking and learning assessment
capabilities.

5. Implementation of interaction between agents: development of
mechanisms for communication and data exchange between students,
teachers and parents; - creating a notification system to report student
progress and possible incidents.

6. Testing and debugging:
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— testing the system depending on the requirements and functionality;
— identify and eliminate errors and deficiencies.

3. The proposed model of the agent-based learning platform to provide
online education services
Learning management processes become efficient and transparent when

each participant in the educational process will have access to the
information intended for him. This is possible when internal management
processes at the university are carried out with the help of information
technologies. Educational services become understandable and accessible in
electronic form, and the management of the educational institution will
always have true data to make effective decisions. For effective
management of internal learning processes in an educational institution, the
authors have developed a model of an agent-oriented educational platform,
which can be used to provide services to university management, teachers,
students, and their parents. The proposed ALP model is a general structure
that covers the relationship of all components: a multi-agent system (MAS),
a university web portal, a Moodle learning management system, a cloud data
storage and a developed student behavior monitoring subsystem [28]. The
architecture of the proposed agent-oriented learning platform for providing
online educational services is shown in Figure 1.
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detection 1 l 1 l'
Attd | l
control —
LMS University
Ml ‘Web portal
Amazon S — | %
% % %‘ ‘ Guest

-4
Fig. 1. Architecture of the agent-oriented learning platform
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In Figure 1, user access to ALP components is indicated by black
arrows; the connection of ALP components for monitoring student behavior
is indicated by white arrows; the messaging relationship is indicated by the
gray arrows. The multi-agent system is designed for modeling the process of
communication and coordination of participants in the educational process.
This approach helps to solve urgent problems of each of the participants
thanks to the monitoring of information located on Moodle and on the
university's Web portal.

The multi-agent system is presented as follows

MAS ={Ag,A,E}, (D)
where 4g = {Ag 5. AgLc. Agag. Agre. Agcat — a set of agents operating in
the environment E; A = {4 g AL, Aaa. 4. Agsd — a set of agent actions
(A; = {ﬂlj_ﬂl n'r.} = (Student, Lecturer, Admun, Rectorate, Guest))

, E= {E!-'[nnitnri ng' EMoodle: EUI:Ii‘.‘E[‘Sit].?} — a set of states of the environment
of Student behavior monitoring subsystem (Eyjopitering), the environment of
LMS Moodle (Epnngie) and the environment of University Web portal
(Euniversity)s

(5 = {e{. egi.. e ei;}.j = (Momtoring, Moodle, University ). For
convenience, we use abbreviations: instead of Studentwe will use
5t,Admin — Ad, Rectorate — Rc, Guest — Gs, Monitoring — Mn,
Moodle — Md, University — Un,

Each agent is assigned a specific role. MAS functionality is available to
agents with the following roles:

Ag =, — students, graduate students and doctoral students;

Agp. — lecturers and researchers;

Agag — site administrator;

Agpe— university administration (rector, vice-rectors, dean, etc.);

Ages only if the role of the guest is performed by the student's parents.

The interaction of agents and the environment is the execution of
actions:

] 1
ah  ay-y

o B Ao B Ty & @
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The behavior of the environment is modeled as a function of the state
converter

Y;: f(ended with ai.) = p(E). (k = Tn). 3)

This function represents the set of environmental states Y;(f;) that can

occur as a result of action a, in state ei;. Due to the fact that learning
resources are decentralized, the use of only one stationary agent will not be
sufficient. Therefore, mobile agents are needed to receive information from
various resources (LMS Moodle, University Web portal, Amazon S3). A
society of agents was created to develop a multi-agent system (Fig. 2).

LMS University
Moodle ‘Web portal

giE)
[

Multy-Agent System

R Y E o
Admin 4 Agenf\ —— Student

Agent Management Agent

Rectorate I Lecturer

Agent - Agen
Search
Agent

Fig. 2. The main actors of the multi-agent system

Student behavior monitoring subsystem allows: the lecturer to make a
decision regarding the assessment of the student's knowledge in case of
detection of falsifications during testing or exams; the lecturer to increase
the student's activity by adjusting the total score for attending classes;
determine the duration of students' attendance at classes in accordance with
the established schedule in the educational institution for parental control.

All users of the proposed ALP - employees, admin, students,
postgraduates, applicants, guests, etc., can have access to various
components of the ALP depending on the role performed and receive
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information and all kinds of help regarding the educational process at the
institution of higher education. For example, agent Ag s;. can:

—have access to Moodle blocks related to store, communicate and
collaborate;

—automatically receive up-to-date information from the university's Web
portal, from the dean's office and lecturers;

— participate in surveys (internal and external);

—learn about scientific conferences, internships, scientific circles,
Olympiads, hackathons, etc.

Agent Agp, can: have access to Moodle blocks related to store,
communicate, evaluate and collaborate; to receive information about the
duration of students' attendance at classes and notification of detection of
falsifications during testing or exams; automatically receive up-to-date
information from the university's Web portal, from the dean's office and
lecturers.

Agent Agy 4 can: performs the necessary actions to support the operation
of the Moodle platform; receives up-to-date information for the effective
operation of the Moodle platform and the university's Web portal; is
responsible for maintaining the functionality of the university's Web portal
and ensuring network security, manages the placement, updating, and
moderation of content.

Agent Agg, can: have access to Moodle blocks; provide information for
the university's Web portal.

Agent Agg; can: have access to open information on the university's
Web portal; receive information about the implementation of the student's
individual study plan, if the role of "guest" is performed by parents.

Agents are represented as functions

Ag: f; (enn’en’ with E"'J = A, (u=Tm) (4)

The behavior of an agent in an environment is the set of all runs

Fldg.Env),  (Enw = {E.e;.Y;}). (5)

Moodle LMS is a learning platform used to provide lecturers and
students with a personalized learning environment. This software is
deployed on its own web server. Moodle is free and open source software

287



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

under the GNU General Public License. Anyone can adapt, extend or
modify Moodle for both commercial and non-commercial projects without
any licensing fees. There are many tasks in the educational process. At the
initial stage of the development of an agent-oriented educational platform,
the authors limited themselves to the implementation of only one task - the
assessment of the knowledge acquired by the student. This functionality
provides important information related to a student's progress and allows
you to individually highlight students' weaknesses or strengths and inform
parents of their child's academic progress. In order to achieve this goal, there
is attendance monitoring and ongoing control, which is carried out during
the semester during classroom classes (lectures, laboratory and practical
classes, etc.) To do this, according to the established schedule of classes,
"Student Agent" detects negative aspects: absence of a student in classes;
sum of points obtained according to the results of the final/semester test of
success in accordance with the schedule of the educational process is less
than the minimum permissible. In case of negative aspects, "Student Agent"
sends a message to parents that their child is in the risk zone. Figure 3 shows
a usage diagram showing the main functionality of the agents. Initialization
occurs as the first event handled by the agent, and deinitialization occurs
after the application terminates. Deinitialization and initialization are
performed only once. Receiving messages from other agents is one of the
main functions of an agent. An agent can receive messages from other
agents or information from the network. Messages are sent to inform other
agents or to give an indication of what action to take.

Initialization/
deinitialization

Perform tasks in Send messages to
accordance with other agents
the role

Agent
Handle timer g Receive messages
events from other agents
Access to the
repository

Fig. 3. Agent program usage chart
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Receiving messages from other agents is one of the main functions of an
agent. An agent can receive messages from other agents or information from
the network. Messages are sent to inform other agents or to give an
indication of what action to take. Timer event handling is used to
periodically check any resource on the network or to check the status of any
task performed by another agent. Each agent is equipped with a knowledge
base consisting of scenarios to follow in order to achieve a given goal.

A multi-agent system is based on several agents that are designed to
communicate and exchange data in order to provide users with relevant
information, for example, to notify a student and his parents that he is at risk
due to poor academic performance. Within the framework of the proposed
model, the agent receives messages from other agents and external
notifications about the activity of the learning process from the environment.

Agent Management provides agent management, allows you to create
and delete agents, publish information about the services provided and find
agents providing the necessary services and enter into negotiations with
them. The diagram of the interaction performed by each agent from the
moment of launch to the end of its existence in the environment is presented
in fig. 4.

Agent; ‘ Server ‘ Another agents Site LMS University Web portal Mail client

- Registration on the server NotHicatr
Starting the agent D bt Server -19’!’”5-’0 d
- operation U:r newagents)  Work
inthe system | of other

Tnitialization agents

‘ Notification of new messages
Reading flags inthe | Norfcation of new agents Search for new information LMS
configuration ™ operation

—

Agen[;grn nation notification Database

- Message dovnloadrequest |

Sending messages Loading messages

U Web portal
. Loading messages o Search for new information
- Ehm:;::dse operation

Handle timer events
Receiving |

P . sendiny
| End of work notification g
D messages

|

Fig. 4. The agent activity (cooperation) diagram
Actions performed by participants, who are involved in ALP, are marked

with rectangles. The sequence of actions performed by agents is indicated
by vertical arrows, and messages exchanged by agents are shown by

Sending messages
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horizontal arrows. A solid arrow indicates that this message is sent in any
case, and a dashed one means that sending the message depends on some
condition. Viewing the chart starts with the agent running. At this point, a
request to register on the server is broadcast. The server, upon receiving
such a request, adds information about this agent - the current location and
its type (Agent Management, Admin Agent, Rectorate Agent, Lecturer
Agent, Search Agent and Student Agent) to its database. Based on this data,
it generates a unique identification code for each agent. This code is used
when sending messages between agents and the server. After registering on
the server, the agent executes a script specific to it. Messages are received
and sent if the corresponding script is executed for this agent. The agent
sends a request to receive data, the server sends it to the agent, and then the
script is launched (Fig. 5). The downloaded message is stored in a file on the
drive, and its handle is passed to the script.

Server

Agent Data file
\ (json)

Handler
of received
messages

Fig. 5. Messaging mechanism
When sending a message, the corresponding script is launched, which is

designed to process the data that will be sent. Then a descriptor is formed,
which specifies the size of the message, the way to place the message on the
disk, the identifiers of the agents that should receive it, and a checksum to
verify the integrity of the messageThis handle is sent to the server, which
downloads this message at the specified address. It then parses the handle
and sends a new message notification to all agents specified in the handle.

Thus, the developed system gives ALP users the opportunity to maintain
updated information that helps to improve learning outcomes.

3.1. Possible Action Specifications of Agents
Most formal specification methods are based on some variant of

temporal logic. The most widely used is Computation Tree Logic (CTL). Its
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model of time is a tree structure in which the future is not defined; there are
different paths in the future, each of which can be an actual path that is
realised. CTL extends the classical logic of statements with temporal
operators. When describing formulas, we use the functional symbols of
standard arithmetic operations, the predicate of equality and arithmetic
comparison, constants corresponding to each of the objects of the subject
set, and the logical constants true and false. We generate formulas
according to the Hennessy-Milner Logic rules. [29]. Let MAS be the
implementation of a multiagent system, using the syntax of micro Common
Representation Language 2 (mMCRL2). mCRL2 is based on the algebra of
communication processes, in which the fundamental concept is the process.
Each process has a corresponding state space, or labelled transition system
(LTS), which contains all the states that the process can reach and the
possible transitions between these states. To check the equivalence of the
developed system, it is necessary to determine whetherM A5 = 5, where the
symbol = is some behavioral equivalence, S is a specification of the
expected behavior of the system in mMCRL2. To verify the developed model,
it is necessary to determine whether MAS EF, where the symbol Eisa
satisfaction relation, F defines a desired property of the system. Atomic
propositions can be used in logic to find a set of states that satisfies these
atomic propositions. The operators ¢ » and [ ] can be used with a set of
actions.

Let's define the modal and temporal properties of the system.

Modal properties describe the capabilities of agents and their limitations
in interacting with the environment and other agents. These properties
determine the ways in which agents perceive, process, and interact with
information from their environment. This means that an agent can have
several different states that reflect its current behavior, activity, or response
to events.

Some of the modal properties of agents include:

Modes of information perception: An agent can be in different modes of
information perception, such as active, passive, or standby.
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Levels of responsibility: An agent can have different levels of
responsibility, from autonomous agents that make decisions on their own to
agents that work within a defined context or under directives.

Levels of skill and experience: An agent can acquire skills and
experience over time, which can affect its ability to adapt and solve
problems.

Levels of task importance: an agent may place different weights on
different tasks and goals, which affects its priorities and focus of action.

Temporal properties indicate aspects of time and the temporal nature of
agent behavior. These properties relate to how agents perceive, process, and
respond to events that occur at a particular point in time or over a particular
time span. Understanding temporal aspects allows for better modelling and
analysis of temporal aspects in systems with agents.

Some of the temporal properties of agents include:

Synchronicity or asynchronicity determines whether agents perform their
actions and perceive information synchronously (simultaneously) or
asynchronously (independently).

Action time constraints indicate time limits for certain actions of agents,
for example, the maximum response time to a request, a time limit for
completing a certain task, etc.

Timestamps and timers are used to set and track specific points in time,
as well as to trigger certain agent actions at a specific point in time or after a
specific interval.

Time intervals and frequency indicate how often agents interact, perform
certain actions, or observe the environment at certain time intervals.

Time flow modelling takes into account the ability to model and analyze
the passage of time in a system of agents, where some actions may be
important depending on the time of their execution.

Understanding and correct implementation of temporal properties is
important for agent-based systems where time plays a key role.

We will use the concept a labeled transition system (LTS) and process.
LTS is a triple LTS = (5. A, —, where transition relation =S 5 x A x 5.

a
We use the notation(s - s'] to denote that (s,a,s’)E—.

Formulas F can be generated according to the following rules:
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F.G == false | true | FAG | VG | {a})F |[a}]F, (6)

where a!, ranges over 4; (n € N).

Interpretation of the formula (6):

F may be true ineach state or false in every state.

FAG means true in state s only if F and( in a state of s.

F\WVG may be true instates, if one of the F or  in a state of s.

(&%, )F means that there is a choice to perform an action @}, and reach a
state in which F satisfied, (A4;)F ::= (a})FV ...\/(a)F.

[, ]F means that no matter how we perform an actionat,, we will find
ourselves in a state where F, [4;]F::= (al}F A ... Ala})F, (in
particular (B)}F = false rand [@]F = true).

Using this semantics, we can map formulas F to the set of states where
the formula is true [30]. The mapping of a formula F to a set of states is
defined as [[F]. The mapping[F = 51 is defined inductively as

[true ] =5; [false ] = o; [FAG] = [FInlc]; [FvéGl = [FIulel,;
[{al)F] = {.al. MIFT; [[ai]1F] = Lai.1IFT; where
{.aj. }S":{s € 5]3s’.s Ss'and s’ € 5'}, L nL-]S'E{s € §|vs'.s s =se .5"}.

The program for monitoring student progress using agents in distance
learning is implemented in cycles. In each cycle, each agent receives new
data from the environment, starts its behavior, i.e. acts. Each agent of the
system has its own set of actions. Each action has a corresponding local
impact on the agent and a global impact on the system when this action is
performed. The global state is the complete state of the system, which
consists of the individual states of all agents in the system.

We will use the synchronous communication model to specify the
actions of agents. Agent communication has the form A = {Ag,-.;lg]- } i.e.
agent Ag; acts with an agent Ag;, e.g. action send (Agrc, Ag s:, message)
means that the lecturer's agent Agr. sends a message to the student's agent
Ag = with the message as an argument. If the student agent Ags: the
lecturer's agent wants to answer Agg ., it uses the same template. The local
states of agents are updated sequentially based on the specification of their
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actions. All agents can only see the results of the actions in which they
participate. This means that for two agents, the history of all
communications is known to both of them, so they have the same local view
of the system state.

Student agent A g <, can perform the following actions:

— read information read <,

— send messages send g,
receive notifications rec1’ g
do nothing noop .

Lecturer's agent 4 g, can perform the following actions:

—analyze data on student performanceanal ;

—generate recommendations for improving teaching materials and
methods rMethod; . ;

— generate recommendations for assessing student
performancerGrade;

—read information read;, ;

— send messages sendy;

— receive notifications; recvy,

— do nothing noop ;.

Agent administratorAg s can perform the following actions:

— read informationread 4;

— send messagessendy 3;

— receive notifications recv g ;

— do nothing noopyg .

Agent Agg, Mo perform the following actions:

— generate constituent documentsrDlacump, ;

— send messages sendg,;

— receive notificationsrecvpg,;

— do nothing noop ;.

Agent Ag. can perform the following actions:

— receive notifications recvgg;

—do nothing noopyg; .
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Each state can define transitions to other states within the same
parameter, as well as actions to be performed if the parameter is in this state.

Performing certain actions may generate new obligations between
interacting agents. All agents can only see the results of actions in which
they participate. This means that for two agents, the history of all
communications is known to both of them, so they have the same local view
of the system state. To detect negative aspects (student absence from classes
of more than 20%, or a student received a score based on the results of the
final/semester academic performance check according to the schedule of the
educational process that is less than the minimum allowable), the following
environmental variables are used for the m-th discipline. /'™ is interpreted
as the time students attend classes in minutes, which takes values in the set
{0,1,2,...,100}; minAttindicates that the current absence from classes is less
than 10% (takes the value 0, otherwise - 1); &3¢ is interpreted as a current
assessment of students' knowledge, which takes values in the set
{0,1,2,...,100}; minPnt indicates that at the moment the sum of points
based on the results of the final/semester academic performance check in
accordance with the schedule of the educational process is less than the
minimum allowable (takes the value 0, otherwise —~ 1); e”™ is interpreted as
1 if a lecture is scheduled, 2 - laboratory/practical classes, 3 - exam/test, 0 -
no classes. The fact that a student is in the risk zone is denoted by the
variable danger, which takes values in the set {0, 1}. The fact of changing
the learning path is denoted by the variable changeWay, which takes values
in the set {0, 1}. The family of variables pr;(0<i, j<100) is used to describe
the level of students' knowledge, which takes the values
low, medium or high, depending on the values of the variables " and
e The main limitation of CTL is the lack of explicit means of specifying
systems consisting of several interacting entities. This limitation is
overcome in Alternating-time temporal logic (ATL), which allows explicitly
taking into account the multicomponent nature of the system. ATL is a
branching time temporal logic that extends the logic of computation trees
(CTL) for multiple players. ATL naturally describes the computation in
multi-agent systems and multiplayer video games. Quantification in ATL is
performed along program paths that are possible achievements in the game.
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ATL uses time-varying formulas to create model checking tools to address
issues such as susceptibility, validity, and controllability. So, additionally,
we will use the following ATL syntax and semantics [31].

Let /7 be a set of atomic propositions, and Ag a set of k agents. The set
of ATL formulas is inductively defined as follows:

— p, foreach p €71

-=F FvGFAG,F— G, where F, G are ATL formulas.

— {({Ag; \yOF, {{Ag;»OF, {{4g;))FU &, where F, G are ATL formulas
and Ag; € Ag.

The operator {{ }} is a path quantifier; © (next), O (box) and U (until)
are temporal operators.  Thus, we will use CTL-equivalent logic that
constrains 4g; to @ or Ag. Additionally, we will introduce the following
operators: belief F — is an operator used to describe the agent's
representations; desire F — an operator used to describe the agent's desires.
The semantics of this operator is specified with respect to the structure of
the agent's desires; intend F — is an operator used to describe the agent's
intentions. The semantics of this operator is specified by the possible worlds
defined by the perception see, beliefs belief and plan of the agent. Let's enter
the symbol progress, which corresponds to the display of the form
{1.2,...100} = {1.2,....100} - {low, medium, high}. In our example, the atomic
offers of synchronous messaging between agents will be
{senn’,- notification, recv; notification },

{senn’,— progress, recv; prugress} L= St,Lc, Ad, Rc, Gs.

Actions can create obligations between agents that take the following
formCommitments (Ag;, Ag; al), This means that the agentAg; obliged to
the agent Ag; perform an actional,. Or there may be a form with contingent
liabilities in the form of condCommitments (Ag, Ag; cond,al), which
means that the agent4g; obliged to the agent Ag; perform an actiona’, only
on condition of cond. The formalization of the laws of the external
environment will be as follows. If there are classes on the schedule, the

student's agent4gs; reads data on the student's attendance at these classes
and their academic performance
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A\ (gf" ¢ — [read St]( A\ gfe)ﬂ( I\ e )) %
id=isa \ 12 j= 100 1 =k=1l00

Assertion (8) describes the patterns of student learning progress. That is,
if a student performs all control measures in a timely manner and attends
almost all lectures and laboratory/practical classes, this does not lead to the
fact that he or she is at risk
*'“"Lsfsz(gfn =i= {*'“”szsmn el > minPnt JAN, sis100 62 >

minAtt ]) = — danger

®)

The discovery of this fact leads to the fact that in this case the student's
agent Ags; does nothingprogress (o2, &M ) = medium = [ noop 1.
Statement (9) describes the consequences of not completing the study
plan on time. It states that because the student has not completed the control
measures in a timely manner and has hardly attended classes, the student is
at risk
"ﬂ"J.SIS'J{gEﬂ =i= {"ﬂ"LSJSLDD el'? < m:‘nPnt}ﬂ{ﬁ.lskﬂm e =

©)

minAtt ]) = [true] danger

In this case, the student's agent Ags; notifies the teacher’s agentdg; . , that
the student is at risk, and if the student does not change his or her attitude to
study (elimination of debts), the teacher's agent Ag;. informs parents of the

situation (agentdgg:) of such a student
progress (eX'?, &)™) = low =

Commitments {Hgﬁ-t.ﬂgh sendq; prugrass} A
[cundfummftmgnts {Agu vAgg. —changeWay, send;, prugress}

Early completion of all control measures with high grades leads to a

proposal to change the learning path (10)
(Aicicino €l = 93) = [truel changeWay. (10)

In this case, the teacher's agentdg;. Sends an offer to the student to
change the study trajectory, for example, to join a research activity
progress (el®, &M ) = high =
[Cumm:’tment: {.-—‘lgu cAge: send;, notification }]

Absence from scheduled classes does not affect students' academic
performance (11)
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el™ =0 = —minPnt. (11)
The following properties limit the response time of the system. Property
(12) requires that at the end of the lesson, the student's agentdg,: read the
data on the student's attendance at these classes and their academic
performance
({Ag: MAFe!™ = 0) = (({Ag INAG .oy = [read gl. (12)
Statement (13) describes the mental state of the agents.
"a"rlrs[iw medium, highl {prugress {9‘ 9]. :] pr=
({AgL. Ags; )} belief prugrass{e ML) = pr)
This means that agents Agg..Agsx have to control students’ progress.
The agents' desires are formulated as follows
{{Agr. . Ags: )} desire A G pr = low /\ ~danger. (14)
That is, the goal of agents is toAgy..Ag,;: € prevent the student from
falling into the risk zone.
For agentsAgr.c. Ags: Agz: you can build the following plans
{AgL.. Agse Ags: 1) intend A G (pr = medium V pr = high). (15)
This means that the agents plan to help students gain a sufficiently high
level of knowledge.

4. Modeling the agent's function of detecting negative incidents in the
educational process
In this paper, the authors emphasized the implementation of the learning

progress control function. For this purpose, the agent, in case of detecting
negative aspects (student's absence from classes is more than 20%, or the
student received the sum of points based on the results of the final/semester
academic performance check in accordance with the schedule of the
educational process is less than the minimum allowable), sends a message
that this student is at risk. An agent is created by adding a corresponding
component to the program workspace. Creating an agent includes two
actions: programming the agent and linking the created agent to other
agents. Linking occurs by connecting two agents in the workspace.
Communication between agents can be uni- or bi-directional. In the first
case, messages can be transmitted only in one direction and in the other -
agents have the ability to exchange messages in both directions.
Programming agents and organizing their interaction is done with the help

(13)
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of basic HTML, CSS, JavaScript, PHP, and MySQL capabilities. The
monitoring subsystem uses a web camera to track the presence of students in
class [28]. Based on the monitoring results, the detection time (in minutes)
of the student's presence during the entire class is recorded. This data is
stored on the server. According to the set timer parameters (Fig. 4), Student
Agent checks the attendance data stored on the server and builds a table

(Fig. 6).

unique_id data created_at
827cchleeada70Bodc34a16891f84eTh f;:“ns "OK 20230004
827, .
{
01cfcd4f6bST70ebfb40che067 15822 f;aSLunS : Ok 50230011
dedccedar533Mdi58 177Te1c054a072 oS O 50 0218
result” {
{
715309704957 7be8cf37 147127 de682 f;astuuns . Ok 023-00-25

Fig. 6. Table of student attendance at classes
The data is stored in a table that consists of the following elements:

unigue_id - a unique record identifier that is generated from the time the
record is created and encoded in md5 format; data - information about
student attendance, which is stored in json format; create_at - date of
creation of the attendance record in the usual date format. The data in the
table is updated every week of the training plan. Each record contains
information about the attendance of one week.

The results of the analysis of students' success from the course at the
time of the inspection are shown in Table 1 (for the period 2023-03-13 —
2023-03-13) and the results of the general analysis of students' success
according to the educational plan at the time of the inspection are shown in
Table 2, where Th. — the total hours of lectures; H. — the hours of the
student's attendance at lectures, Thy, — the total hours of laboratory/ practical
works; Hi, — the hours of the student's attendance at laboratory/ practical
works; Pwmin — the minimum allowable points per semester for the course; Sp
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— the student's accumulation of points for the course; Ny — the number of
uncompleted laboratory/practical works.

Table 3
The results of the analysis of students' success from the course

Username Group Thip/ Hip Pwin/ Sp
Albert Joref KIT-22-1 212 20/25
Kirill Petrtenko KIT-22-1 2/1,8 20/20
Pavlo Sydorenko KIT-22-1 2/15 20/0
Denis Vashenko KIT-22-1 2/0 20/0

Analysis is performed weekly.
Table 2
The results of the general analysis of students' success according to the
educational plan

Username Group Tho/H, Thip/ Hip Nu
Albert Joref KIT-22-1 50/48 28/26 0
Kirill Petrtenko KIT-22-1 50/41,8 28/24 1
Pavlo Sydorenko KIT-22-1 50/36,5 28/20 2
Denis Vashenko KIT-22-1 50/1,5 28/0 7

Analyzing the diagram in Figure 7 helps to identify the links between
different indicators and draw conclusions about student performance and
student achievement. For example, the relationship between attendance and
academic performance: if students who attend more lectures and labs also
have fewer incomplete assignments, we can conclude that regular
attendance can affect a student's academic performance. If you click on a
row, you can see more detailed information in a separate window (Fig.
8):"status" - is an automatic check of the json file for correctness of
formation; "result" - information about the created record: unique key; date
of creation; period for which the data was collected; identifier of the study
group; information about each student of this group (their attendance at the
disciplines that are mandatory in the curriculum). The json (JavaScript
Object Notation) format is independent of the implementation language, so
it is convenient to use it for data exchange.
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B The tofal hours of leciures  (J The hours of the student's alfendance at leciures
The total hours of laboratory! practical works The hours of the student's attendance at laboratory/ practical works
The number of uncompleted laboratory/practical works
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Fig. 7. The diagram of student success for the semester

“status": "ok"
“result”

"g27ccheecaiareec4c34ale5e1 470"

"id": "s27ccheesasareccac24a16891F34e7h"
"2623-83-19 21:00:81"

83-13 to 2823-93-13"
“group": "CITm-22-1"

"students_info"

"class_attendance”
v Andrii”
"vizits_minutes": "357/388"
"subj_best_attendance": "Multi-agent systems"
"minutes_best_attendance”: "175/138"
"missed_classes”™: "@"
"subj_worst_sttendance": "Intelligent data analysis"
"minutes_worst_attendance": "115/128"

"Petrenko Kirill"
"yisits_minutes": "2@1/358"
"subj_best_sttendance": "Multi-agent systems"
"minutes_best_attendance”: "11&/128"
"missed_classes™: "1"
"subj_worst_attendance": "Features of modern scientific comemwnicaticn”
"minutes_worst_attendance": “a/ce”

"Sydorenko Pavlo"
"yisits_minutes™: "14a8/358"
"subj_best_attendance": "Multi-agent systems"

minutes_best_attendance”: "g@/128"

ed_classes™: "3"

"subj_worst_attendance": "Intelligent data analysis"
"minutes_worst_attendance™: "a/128"

Fig. 8. Information on student attendance in JSON data exchange format
Depending on the debugging parameters of the developed system, the
agent sends a message to e-mail (Fig. 9, 10).
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Attendance report of student Petrenko Kirill for the period 2023-03-13
-2023-03-19

Name of the student: Petrenko Kirill
Period for which the data were received: 2023-03-13 - 2023-03-19

Attendance at classes: 201/360 minutes

Subject with the highest attendance rate: Multi-agent systems

Aftendance perceniage for " Multi-agent systems " 110/120 minutes

Number of missed classes: 1

The subject with the lowest attendance rate: Features of medern scientific communication
Percentage of presence for Features of modern scientific communication : 0/60 minutes

Fig. 9. Mail notification of successful training
WARNING!

HaTtania Akcak <nataliia.axak@nure ua-
- KOMY MEHI ¥

WARNINGI!

Student Vashenko Denis is in the risk zone!

Period for which the data were obtained 2023-02-13 : 2023-03-27

Attendance at classes 90 minutes with a total duration 7 020 minutes ( 39 lessons)

Fig. 10. Mail notification in case of a negative aspect
Depending on the settings, the notification can be sent weekly in any

case (Fig. 8), or the notification will be sent only if negative aspects occur.
Figure 9 shows an example when a student VVashenko Denis attended classes
for only 90 minutes from the beginning of the semester 2023-02-13 to the
current date 2023-03-27, although during this period 39 lessons were held
for a total of 7020 minutes. Therefore, this student is at risk of being
expelled.

5. Discussion
The approach proposed on the basis of the agent-based learning platform

model allows solving the complex problem of timely provision of
knowledge together with monitoring of student performance by both
teachers and parents. This helps to increase the effectiveness of distance
learning. The chosen learning strategy allows us to detect the lack of student
progress in a timely manner by monitoring the information available on
Moodle and the university's web portal. In the event of negative aspects
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(prolonged absence of a student from classes, the amount of points received
based on the results of the final/semester academic performance check in
accordance with the schedule of the educational process is less than the
minimum allowable), the system notifies the student, his/her parents and the
lecturer that such a student is at risk. Thus, the student has the opportunity to
control his or her academic performance and, if necessary, to liquidate his or
her debts in a timely manner, i.e., to successfully complete the course and
not be expelled. ATL provided a powerful mechanism for expressing the
properties of agents, allowed to model agent strategies, i.e. ways of their
interaction; express and analyze the temporal aspects of communication and
interaction between agents, including the order of events and the time in
which they occur.

6. Conclusion
The paper solves an urgent problem that arises during distance learning

in an e-learning environment, namely, analyzing and monitoring student
performance. To effectively manage the internal learning processes, we
propose a model of an agent-based learning platform that can provide
services to university management, lecturers, students, and their parents.
The novelty of the proposed model lies in taking into account the
interconnection of all its components: a multi-agent system, a university
web portal, a Moodle learning management system, a cloud data storage,
and a subsystem for monitoring student behavior. The multi-agent system is
designed to model the process of communication and coordination of
participants in the educational process.

The role of each actor of the multiagent system is defined..The use of
ATL for the formal specification of a large number of agents performing
different roles has allowed us to create a) modal properties of the agent-
based learning platform, indicating the main aspects and characteristics of
the agents used in the proposed system; b) temporal properties, indicating
aspects of time and the temporal nature of agent behavior. The use of the
JSON data exchange format made it possible to realize communication
between agents. Modeling the identification of negative aspects in the
learning process with the help of agents confirmed the feasibility of the
proposed approach.
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PO3POBKA HABYAJIBHOI IIJTAT®OPMH HA OCHOBI ATEHTIB
3 CHEHU®PIKAIIAMUA TEMITOPAJIBHOI JIOT'TKHA

Dr.Sci. Akcak H., Ph.D. KymnapsoB M., TatapaukoB A.

Xapxiecvkuil HayioHanbHUll yHigepcumem padioeneKmponixuy, Yxkpaina
E-mail: nataliia.axak@nure.ua, maksym.kushnarov@nure.ua,
andrii.tatarnykov@nure.ua

Anomauin. Pospobneno modens azenmnuoi nasuanvroi niameopmu (ALP), ¢ sxii na ocnogi
NOEOHAHHS A2eHMHOI MeXHON02Il Mma KOMN IOMmepHo20 30py 3aNpONOHOBAHO RIOXI0, WO
00360/15€ NOEOHAMU KOJNEKMUSHUL KOHMPOIb, KOOPOUHAYII0 Ma Koonepayiio azenmie O
HAOAHHA OCBIMHIX OHAAUH-NOCTY2. . 3anponorosanuil nioxio 00360J4€, no-nepule, YUHAM Oymu
6 KYpCi X00y 61aCHOI HAGUAILHOI OIAIbHOCMI, a no-0pyee, cnogicmumu OamvKie y pasi
BUHUKHEHHS! He2AMUBHO20 [THYUOEHmY, moOmo Ko iXHs OUMuHA He Gi08IOYE 3aHAMMI 3d
PO3KIAOOM, BCMAHOGIEHUM y YbOMY 3aKIady Oceimu, abo yeil yueHb OmMpumas 3a
Pe3VIbMmamamu. niOCYMKO80I/ceMecmpo6oi nepesipku HABYANbHUX OO0CSACHEeHb 0anl 32i0HO 3
2paghixom HaguanbHO20 npoyecy Hudicue MiHiManbHO donycmumozo. Hadanna makux nociye
peanizyemocsi  wepe3 NIOCUCMEMY MOHIMOPUHZY NOBEOIHKU CHYOeHmie ma CRilbHOMY
inmenexmyanvhux azenmie. Qopmanvha cneyugixayis azenmie 0yaa 3pobaena 3a ONOMO2010
uacogoi noziku 3minnozo yacy (ATL). Dopmanizayia euxopucmogyemvcs O MOOETOBAHHS
0O0HOYACHOI NOBECOIHKU CUCMEMU 3 HeOOMENHCCHOIO KIIbKICMIO a2eHmie i Cmamie, a maxkoic OJis
nepegipku  Oesxux eracmusocmetl, eupascenux y euensoi gopmyn ATL. Pospobaeno
NPOSPAMHULL NPOMOMUN  A2eHMHO20 Cepedouwa O iHmezpayii po3nooileHux acenmie 6
€ounutl inghopmayiinuil npocmip, KUl noconye 6 cobi naguanviy niamgopmy Moodle, sed-
nopman yHigepcumemy, niOCUCmeMy MOMIMOPUHSY NO6eOIHKU CMYOeHmMI8 | XMAapHe cX08uiye
Amazon S3.

Knrwouosi cnoea: cucmema ynpagininus HaguanHam, monimopune, Moodle, naguansnuii npoyec,
azenmu, MyIbmua2enmua cucmema, cneyupikayii vacosoi 102iKu, 3MIHHA MUMYACO8A JI02IKA
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Section 9. Control information system
UDC 681.51:004.896

INTERNAL COMBUSTION ENGINE DETONATION
ELIMINATION THROUGH THE APPLICATION OF BANDPASS
FILTERS IN THE CONTROL INFORMATION SYSTEM

Tykhon Sytnikov

Odessa Polytechnic National University, Ukraine
ORCID: 0000-0002-0137-5643
E-mail: tykhon.sytnikov@gmail.com

Abstract. The paper is considered approaches to eliminating detonation of an internal
combustion engine. A lack of basic solutions has been identified; to improve the efficiency and
economy of the system, it is proposed to use a system of equations based on changing the excess
air coefficient. This made it possible to reduce hardware costs, overall dimensions, and, as a
result, reduce the cost of the system as a whole. The main advantages of this system: versatility,
increased engine efficiency and the use of one standard band-pass digital filter. The idea of
control when changing the excess air coefficient is as follows. When detonation occurs, the
control system increases the excess air coefficient, which affects engine operation in the lean
modes of working mixtures. In this case, the engine power decreases, which leads to a decrease
in the load on the engine. It leads not only to the toxicity of detonation, but also to fuel economy
and a decrease in CO, NOX and CH. The main part of a bandpass filter is to recognize knock
and natural engine noise at different frequencies. Due to the large amount of noise in the
signal, in addition to its restructuring, it is proposed to use low-order filters of the same type
connected in series to increase the steepness characteristics of the filter and narrowing the
passbands. The resulting ratio allows calculate frequencies of nth connection of the same type
accurately. Bandpass and notch filters are considered. The behavior of the amplitude frequency
characteristic when connected in series is described. This solution made it possible to reduce
errors in the operation of the detonation detection unit at the initial stages of detonation, which
allows for prompt decisions to be made to eliminate unwanted detonation.

Keywords: excess air coefficient, knock sensors, signal processing, ignition timing, Industry
4.0-5.0, digital bandpass filter, same type digital bandpass filter, serial connection, amplitude
frequency characteristic, phase frequency characteristic, notch filter.

1. Introduction
The current state of development of hybrid and electric cars does not

remove the problems of increasing the efficiency of a gasoline internal
combustion engine (ICE) and reducing toxic gases in car exhaust, which is
one of the important tasks in the development and operation of a car. The
incompatibility of these indicators leads to complication of the engine
information and control system. This issue is considered in the work [1].
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Increased efficiency depends on the value of the excess air coefficient &
Gg
o= G—TL,
where G — weight of fuel supplied to the internal combustion engine
cylinders,

{rz — weight of air supplied during the intake stroke to the internal
combustion engine cylinders,

L. — stoichiometric composition of the fuel (combustible) mixture (14.5
kg of air per 1 kg of fuel).

For engine operation in fuel economy mode, the excess air coefficient a
must have the value ¢ = 1.1 - 2.0, and for engine operation in full power
mode ;™% and maximum torque M*** - @ = 0.8 - 0,9, which increases
the engine efficiency (1_).

However, when the engine operates in the mentioned modes and when
low-quality fuel is used, combustion modes with high speeds of the order of
magnitude appear in the engine cylinders (1000-2000) m/s, which lead to
wear of the working surfaces of the piston group and gas distribution
mechanisms, Figure 1. These combustion modes, called detonation, are
characterized by the following parameters: detonation speed; mass velocity
of reaction products behind the shock wave; distributed temperature,
pressure and density of the mixture directly behind the shock wave;
thermodynamic properties of fuel and its reaction products, depending on
physical and chemical properties.

Measurement of detonation velocity is carried out by photographic
cameras, which allow continuous recording of the movement of the flame of
gaseous reaction products and the shock waves that occur in the middle and
around the detonating charge. This makes it possible to study the processes
of chemical reactions that cause detonations. To eliminate these modes,
different approaches are proposed. For example, there is a proposal to cool
the fuel-air mixture before feeding it into the engine cylinders or to treat this
mixture with an acoustic wave [2, 3, 4]. But more often this problem is
eliminated by reducing the ignition timing or reducing the fuel supply. So,
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for example, in Figure 2 shows indicator diagrams of processes in the
cylinders of an internal combustion engine (ICE).

Fig. 1. Wear of the working surfaces of the piston group as a result of
detonation
2. Detonation and methods for its elimination
Cars use an electronic injection control system — such as BOSH

MotronicME7.1.1(which is quite well known and studied), which makes it
possible to realize the high power of the W12(6.0 WR12 48v Figure 3.)
engine with minimal fuel consumption by coordinating operating modes
with operating conditions. Electronic adjustment of the ignition timing is
coordinated with signals from installed knock sensors [4]. Such internal
combustion engine is interesting as an instance of engine with high
complexity and much power in order to have a lot of adjustments in
different working modes to reach different goals as power, fuel economy,
get the most clean and eco-friendly exhaust. Small reference about the fuel
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system, ignition system, engine management of this engine model: two
linked common rail fuel distributor rails, multi-point electronic sequential
indirect fuel injection with twelve intake manifold-sited fuel injectors;
centrally positioned NGK longlife spark plugs, mapped direct ignition with
12 individual direct-acting single spark coils; Bosch Motronic ME 7.1.1
electronic engine control unit (ECU), cylinder-selective knock control via
four knock sensors, permanent lambda control, water-cooled alternator[5,
6].

P TDC P ™DC
Before TDC*+— l — After TDC [Before TDC<—— | — After TDC

1

7550 25 0 25 50 75 ¥ 7550 25 0 25 50 75 P
n

2)
P TDC
Before TDC+— l — After TDC

73 <0 2< 0 zw 30 7@ ®°
3)

Fig. 2. Indicator diagrams of processes in internal combustion engine
cylinders. 1 - with optimal ignition, 2 - during combustion with detonation, 3
- with late ignition, where TDC is top dead center.

This is not the up to date model but this is the predecessor of newer W12
engine models with slight modification, but cost is too high. As an example
6.0 WR12 48v TFSI. Modern regular cars are use BOSCH MEG 17.9.21
which usually used with 1.6 internal combustion engine with significantly
cheap car models. In general, a knock sensor is installed on the cylinder
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block and detects vibrations [1] that occur during detonation. Processing of
these signals in the electronic control unit allows, depending on the degree
of detonation, commands to change the ignition timing. A general simplified
block diagram of knock control that is used in these systems is shown in
Figure 4. The signal from the knock sensor at the moment of absence of
detonation is sent to one channel of the microcircuit (to detect the engine’s
own noise), and at the moment of detonation the signal is sent to another
channel of the microcircuit.

Fig. 3. Engine W12 6.0 WR12 48v

Analysis of the detonation signal

Registration of
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Fig. 4. General simplified block diagram of the knock control system
Both signals are sent to a programmable integrator, in which the
detonation signal is released and integrated. The amplified signal enters the
ADC, the output of which is supplied to the microcontroller. The
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microcontroller receives information, processes it and sends control signals
to the electronic ignition unit. The microcontroller changes the filter
coefficients of the microcircuit in accordance with the engine speed of the
crankshaft. The solutions discussed above for eliminating internal
combustion engine detonation are based mainly on controlling the ignition
timing as the simplest solutions, but not entirely effective and economical.
Elimination of detonation based on changes in the excess air coefficient.
Modern development of specialized computer and information control
systems makes it possible to build another control system based on changes
in the excess air coefficient. In this case, the electronic engine control unit
turns into an information and control system (ICS). The development of
such a system made it possible to reduce hardware costs, overall
dimensions, and, as a result, reduce the cost of the system as a whole. The
main advantages of this system: versatility, increased engine efficiency and
the use of one single type digital bandpass filter, Figure 5 [4].
Battery

. -. + Actuators and systems

Injectors
| Engine knock sensor }— Ignition system
| Camshaft position sensor I— EGR - system
| Crankshaft position sensorl— ECU Engine cooling system

| Throttle position sensor I—

INNNNNNNNI

|
|
|
|
Idle air control |
|
|
|
|

| Vehicle speed sensor l— Adsorber
| Oxygen sensor (lambda) l— Fuel pump
| Coolant temperature sensorl— Air conditioning system
| Mass air flow sensor I— Other

Fig. 5. Engine management information and control system as a further
development of the electronic control unit
Detonation is characterized by the appearance of frequencies with high

amplitude in the high-frequency part of the spectrum, Figure 2, isolated

312



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

using a bandpass filter. Detonation detection is performed by subtracting the
current signal and the average amplitude of the sensor signal in the absence
of detonation.

The degree of detonation is determined by counting the number of
amplitudes whose magnitude exceeds the standard value characteristic of the
onset of detonation. After detonation is recognized, depending on its degree,
the ignition timing is reduced. If after this detonation disappears, the ignition
timing is gradually increased, that is, the ignition timing is controlled so that
it is close to the detonation edge [1]. The standard engine control units of
Impreza cars (Subaru concern) implement an active adjustment system,
which allows, in normal engine operation, make corrections to the ignition
timing angle of approximately from 3° to +12°. Yes, for new turbocharged
control units you can operate with the significantly larger amendments. The
use of analog control systems and microcircuits based on them did not
improve noise immunity and control quality. To improve these indicators,
combined analog-digital control systems are used. For example, to detect
detonation in internal combustion engines, automobile manufacturers use
knock noise signal processors.

These processors perform analog signal processing, but the use of this
microcircuit requires the installation of an external ADC and a
microcontroller at its output, which controls the filter coefficients of the
microcircuit and produces control signals to the ignition system [4].

The idea of control when changing the excess air coefficient is as
follows. When detonation occurs, the control system increases to 1.1+2.0,
this switches the engine operation to a lean mixture mode. In this case, a
drop in engine power occurs, which will force the driver to switch to a lower
gear, and a car equipped with an automatic transmission will do this itself
without reducing the comfort of travel and thereby reduce the load on the
engine, which will lead not only to the disappearance of detonation, but also
to fuel savings. and reduction of CO, NOX and CH. When constructing such
a system, its structural organization is simplified, close to typical, Figure 6
[1]. Based on the commands of the command generation unit (CGU), the
multiplexer (MUX) connects the required sensor to the analog to digital
convertor (ADC) and the digitized signal enters the information collection
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unit (ICU). After the information collection unit (ICU), all data collected
from the sensors in digital form via the USART protocol is fed to the
information processing device. Thus, the device takes data from all sensors
used by the common information control system for controlling the

coefficient & and the ignition timing.

3¢ USART
ATS on | Information

collection CSS
B
css GI | o

w1

N Digital Detonation Command
EES LoE ADC F—— Dbandpass —) detection generation
filter unit unit

ETS MUX W

ROM

H

Fig. 6. Generalized block diagram of the detonation tracking system as
an integral part of the internal combustion engine information control
system. ATS - Air temperature sensor; CSB - crankshaft speed sensor; GIB -
galvanic isolation; ICU - information collection unit; EKS - engine knock
sensor; ETS - engine temperature sensor; TPS - throttle position sensor;
LPF - low pass filter; DBF - digital bandpass filter; DDU - detonation
detection unit; CGU - command generation unit; ROM — read only memory;
MUX — multiplexor; ADC — analog to digital convertor; USART - universal
synchronous and asynchronous receiver-transmitter.

The digital signal from the engine knock sensor (EKS) is fed to the input
of the digital bandpass filter (DBF). After filtering the signal, the detonation
detection unit (DDU) analyzes the received signal and transmits the result to
the information collection unit (ICU). The use of a crankshaft speed sensor
(CSS) and engine knock sensor (EKS) made it possible to accurately
determine the moments of detonation and the moments of its absence. This
made it possible to use a digital filter, which, when there is no detonation,
monitors the engine’s own noise, and when detonation occurs, the sum of
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the detonation signals and the engine’s own noise. The difference between
these values makes it possible to detect the presence of detonation. It should
be noted that the bandpass filter (BPF) must track engine crankshaft rotation
speed (CSB). In this case, there is a problem in constructing a tunable
bandpass filter. When creating an information and control system for
internal combustion engine control, it is necessary to solve a number of
issues of processing sensor signals in real time and with limited computing
resources. Today, the general approach to building such systems is based on
the concept of Industry 4.0. Computerization and informatization of many
research processes and industrial production have led to the emergence of
the Industrial Internet of Things (110T) at cars equipment factories [7]. This
direction makes it possible to significantly automate all processes by
supplying equipment with multifunctional sensors, actuators and controllers.
The collected data is processed in the management information system,
which allows you to quickly make informed and informed decisions on
adjusting the functional activities of the facility, sometimes automatically.

The role of personnel in this case is reduced to monitoring the operation
of systems and responding only to emergency situations to ensure safety and
reliability [7-10]. The presence of wireless networks and cloud technologies
facilitate the rapid collection of data, which, after primary processing, is sent
to the analysis and decision-making center. Further development of such
systems is moving towards the humanization of decision-making and
friendly contact with people in accordance with the concept of Industry 5.0
[10]. Similar problems are encountered when using various mobile objects,
as well as in systems for resolving critical situations [11-15].

Going forward with using loT in car, general directions of such
integration are:

— Direction which is improved car user experience as a passenger such as
high-quality in-vehicle infotainment [16].

— Direction which is improve car user experience as a owner\driver, such
as over the air update(OTA), effective fleet management, optimal route
planning, lower possibility of human mistake, improved driver safety, self
driving vehicle.
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—Direction which is improve interface between machine — head unit
(HU) and driver such as improved vehicle performance and maintenance,
personalized driver experience, autonomous driving.

From our point of investigation the last paragraph is most interesting.
loT-equipped vehicles can monitor their own performance and diagnose
issues by themselves. Manufacturers receive real-time data about a car’s
health. And this allows for proactive maintenance and even remote
troubleshooting. For instance, imagine a car’s engine detects a potential
problem that can affect your car’s health in the long sun. Now, this [oT-
enabled car can send an alert to the owner and the manufacturer. This way,
the car’s problem is diagnosed and repaired on time, thus reducing its
downtime [16]. Predictive analytics stands out as a remarkable aspect of loT
automotive technology. Within this realm, sensors integrated into various
car components gather data and transmit it to a centralized platform.
Through the utilization of algorithms, this data undergoes processing,
enabling the analysis of future outcomes for each component based on its
current performance. Moreover, the 10T automotive maintenance system
helps individuals to take proactive measures to prevent sudden breakdowns
of their vehicle parts. Similar to the dashboard indicators in a car, this
system promptly notifies the driver about potential malfunctions. However,
instead of relying solely on in-vehicle alerts, these notifications are
transmitted to the driver's mobile device well in advance of any upcoming
issue. Consequently, the driver gains the advantage of taking cost-effective
and time-saving steps to circumvent component failures while on the road.
The predictive maintenance capabilities extend beyond individual vehicles
and can be applied to entire fleets as well. This proves particularly beneficial
for vehicles that endure lengthy journeys before reaching their destinations,
especially those involved in transporting heavy loads. By harnessing the
power of the automotive maintenance system, individuals can verify the
performance of their vehicles and proactively repair or replace car parts
before they succumb to failure. The impact of 10T on the automotive
industry has been tremendous. 10T has revolutionized the way vehicles
operate, communicate, and interact with the world around them. As the
technology continues to evolve and become more widely adopted, we can
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expect to see even greater changes and advancements in the automotive
industry [17]. Technical supervision of the vehicle is an unmet need for
users since the speed of the car, the pressure of the tires, and the engine's
temperature have direct impacts on the performance of a vehicle. A higher
engine's temperature leads to enhanced fuel consumption that increases
greenhouse gas emissions. The engine's temperature also affects the
efficiency of the turbocharger's compressor and the engine's shut down. IoT
can characterize the engine's temperature, speed, and tire pressure to provide
quick notifications to the driver. The developed loT system can collect a
variety of data using the most accurate sensor devices to assist the vehicle
with fast navigation, crash avoidance, and road condition detection. These
features are attractive to users and manufacturers to upgrade the vehicle with
up-to-date 10T devices. 10T can develop automotive communications and
instantly integrate other devices to assist drivers by collecting traffic data
[18]. To create such systems, it is necessary to have filters in the sensor
signal processing channel that are capable of restructuring their
characteristics by software or hardware, depending on the operating
conditions, operating modes and the presence of interference to improve the
efficiency of the system as a whole. The digital channel for sensor signals
processing in mobile autonomous systems includes various filters. Basically,
it is created on low-order filters, because this is due to the low cost of
calculating the transfer function coefficients and the number of coefficients,
the ease of setting or rebuilding the filter, moderate power consumption and
processing time. For example, a first-order Butterworth digital bandpass
filter, which is described by a second-order transfer function
. aprayz tta.z 3
H(z) = 14b,z~H4boz2 &)
in the numerator a, = —ag, a; = 0. For the restructuring, it is
necessary to calculate one coefficient in the numerator and two in the
denominator. There are three coefficients. With the fourth order of the
bandpass filter, the transfer function of which is already described by the
eighth order

H(z) =

otz Ma.r i tags ey *taes S tas S tarsT Ttagr

- - = . (2
145,z M byz 24 bz~ 34 bz~ %4 bz~ 54 bz 64 bz T4+bgz—8 ()
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In this transfer function, the denominator coefficients must be calculated
all, and in the numerator the coefficients a; = a3 = az; = a, =10, and
ag = ag, @g = — @2 For such filter implementation, eight coefficients
in the denominator and two coefficients in the numerator must be calculated.
It is necessary to calculate 10 coefficients. The amplitude frequency
characteristic (AFC) is shown in Figure 7-10.

K
1

09

0.8

0.7 t 1
| \

06 f

051 {

04

0.3

02

0.1 y, ‘\‘
J
0

= = o]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1™

Fig. 7. Amplitude frequency characteristics of digital filters of the fourth
order Butterworth
As can be seen from Figure 7-10, fourth-order digital filters have steep

edges, however, the presence of ripple in passband and stopband limits the
widespread use of such filters. In addition, when working in real time, there
are restrictions on the amount and time of calculation, on the restructuring
and duration of the transition process. It is known that the higher the order
of the filter, the longer the transition process and the problem of filter
stability arises, which is already associated with the word length of the
representation of the filter coefficients and intermediate calculations. In this
regard, it is more convenient to use first-order digital filters, Figure 11.
However, it should be noted that all first-order filters have the same
amplitude frequency characteristic, but the steepness of the fronts of the
amplitude frequency characteristic is low. In the sensor signal processing
channel, typical tasks are - changing the cutoff frequencies and bandwidth,
as well as the steepness of the fronts of the amplitude frequency
characteristic. Therefore, it is advisable to use a first-order filter as a low-
order filter. Formulas for tuning its cutoff frequencies and bandwidth are
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given [19, 20], to increase the steepness of the amplitude frequency
characteristic, use a series connection of the same type of filters.
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3. Series Connections of Same Type Digital Band Pass Filters and Its
Effect on Frequency Characteristic
When transfer functions are connected in series, their transfer functions

are multiplied

H(z) = [, H:(2),

©)

where H;(z), H(z) — i-th transfer functions and the transfer function of

the serial connection, respectively.
Since the transfer functions are of the same type H,{z) and consist of

amplitude frequency and phase frequency characteristics, can write
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H,(j&) = H, (@) - &7 #(@) @)
where H, (@), ¢, (@) — respectively, the amplitude frequency and phase
frequency characteristics of the main filter of the same type, w» — where is
the normalized angular frequency, @ = 2 é we[0,x], f, fa — line

frequency and sample rate respectively.
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Fig. 11. Amplitude frequency characteristic of a first-order digital
Butterworth filter
Then, when similar filters are connected in series, their multiplication is
converted into exponentiation

H(z) = [T, H(2) = [H, )], (5)
and the amplitude frequency characteristic and phase frequency
characteristic, respectively, are converted in this way

H(j@) = [H, (@)]" = [H,(@)]" - ein®o(®), (6)

It can be seen from the last ratio that the main changes occur with the
amplitude frequency characteristic. It should be noted. that when the
components are connected in parallel, their transfer functions add up.

H(z) = ¥ ._, Hi(2) = nH, (), )
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or for frequency characteristics
H(ji) = nH,(j@) = nH, (@) - el ®o(@), (8)
Thus, when connecting the same type of components in parallel, the
number of connected components is equivalent to multiplying by the gain
factor. In addition, when a component of the same type is included in
negative feedback to the same component, the transfer function is obtained

- Hpl=)
H(z) = T )
With such a connection, the connection order increases, but the shape of
the frequency characteristic undergoes significant changes. As a result of the
analysis of the connections of the same type of components, it is advisable
to use their serial connection in the channel for processing sensor signals in
the information control system. Therefore, the aim of the work is to analyze
the use of a serial connection of the same type of digital filters and improve
the approach for calculating the cutoff frequencies of a new connection.
Such a connection makes it possible to increase the efficiency of the
information control system in autonomous mobile robotic systems by
reducing the bandwidth and increasing the steepness of the amplitude
frequency characteristic.

4. Increasing the Steepness of Amplitude Frequency Characteristic of
Digital Bandpass Filters
With a series connection of the same type of bandpass filters, the

amplitude frequency characteristic of the new connection is compressed, as
it were, while the cutoff frequencies are shifted to the center frequency and
the steepness of the amplitude frequency characteristic increases, Figure 12.

The transfer function of the main bandpass filter is mathematically
described as follows

agta, g™ ~ta.z" =

H(z) = 14b,z=14bozm2 (10)
where ag,ay,a.,5,b; — the real coefficients of the numerator and
denominator, respectively.

When substituting z"'=e77/® or by the Euler formulas
z7l = cos(w) — jsin(w), @ — where is the normalized angular

frequency, @ = 2??%, w € [0,7], f, f2 — line frequency and sampling
a
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frequency respectively. Based on this transformation, we obtain a complex
transfer coefficient, and on its basis, the amplitude frequency characteristic

at @, = —ay, a; = 0 and after the transformation we get the square of the
amplitude frequency characteristic in the form
a7 _ I:Ennsiu':m'll]:
H '[_zzr} - (1-bg) 24642, (14 by cos(m) +4byro s o) (1)

It should be noted that the peak frequency of the amplitude frequency
characteristic does not change in this case and is determined by the equation,
Figure 12

ZI.FFl = aArccos (_J.i_:‘.:' . (12)
Usually, the level at which the cutoff frequency is determined is
c=-=0,707,ie
H(w.)=c, (13)
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Fig. 12. AFC of digital second-order Butterworth bandpass filters when
they are connected in series. Where Hy - AFC of the first order, H;y - AFC
of the 10th order, ¢ - the level of the cutoff frequency, *{/c - the level of the

cutoff frequency of the 10th order
Where @, — amplitude frequency characteristic cutoff at the level c.
When multiplying the same type of amplitude frequency characteristic or
raising their degree, the level remains the same, but then to determine the
cutoff frequencies of the amplitude frequency characteristic of a new
connection, when they are connected in series, it is necessary to extract the

root of the corresponding order from the level ¢, i.e ’{:’E, Figure 13. In

322



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

Figure 12, these levels are shown by horizontal lines. In this case, based on
the amplitude frequency characteristic of the main filter cutoff frequencies
can be calculated for the new compound, Figure 14. On Figure 14 shows the
correspondence between the cutoff frequencies of the main amplitude
frequency characteristic of the first order at level ¢ and the amplitude
frequency characteristic when 5 (five) same-type first-order amplitude
frequency characteristic are connected in series.

These cutoff frequencies are determined by the main amplitude
frequency characteristic, the parameters of which are known, on a new level.
To determine the cutoff frequencies of the new AFC after connecting n
filters of the same type according to the main AFC, it is necessary to solve
the equation [21]

(2apsin(myg))”

2 = T S
H* (@) = (1-b)2 452420, (1+ by coslmyn) Hobpcosilag) O (14
where @r,, — cutoff frequency at a new level Ve according to the main
AFC. However, when replacing ap with another expression from [19]
1-ba
ﬂ-c. = - = (15)

and instead of Sl".l‘]{:mj_u}: =1- cosj'[:i‘ﬂin}, solving this equation, find
formulas for determining the cutoff frequencies for the n-th connection of
the same type filters. To simplify the representation of the result, introduce
new notation

A =4abycn+ (1 — by)3 (16)
B =—b(1+ by)ecn; 17)
c=(1— b:}ﬂ"(l — e ) [(abs — BP)cn + (1 — b2)?] (18)

As a result, obtain the cutoff frequencies of the amplitude frequency
characteristic with the n-th connection of the same type of filters, Figure 15.

] B+C
Wl = ar ccos{_—A 1.

; (19)

(20)
In accordance with the formulas obtained, it is possible to determine the

. B—C
Wopz = at ccos{_T}

bandwidth of such a compound as @sr = | en1 — Wenz |, Figure 16. As

323



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

can be seen from Figure 16, the bandwidth decreases exponentially. In this
case, it is possible to show how many times the bandwidth will decrease
with a serial connection, Figure 17. For example, when connecting four
components of the same type, the bandwidth is reduced by more than two
times, and with eight - more than three times, and ten - the bandwidth is
reduced by 3.5 times.
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Fig. 13. Graph of the cutoff level dependence on the number of connected
filters of the same type
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five same-type Butterworth filters of the first order connected into series.

Where Ho(T) _ AEC of the first o_rder, Hs (T0) - AFC of the 5 order, € -

]
the level of the cutoff frequency, VC _ the level of the cutoff frequency of the
5™ order. Projection 2L and 2R points of the 1%t order to 3L and 3R points of
the 51 order respectively. 1L and 2R are base cutoff frequency of the first
order.
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5. Approach Implementation
The implementation of this approach can be both hardware and software.

The hardware implementation is based on serial connection of n components
of the same type. The main component is calculated based on the data flow
and work mode. For example, cutoff frequencies, band pass, gain are
determined based on data flow. Block diagram of possible implementation is
shown on Figure 18. The scheme proposes a serial connection of several
H,; components of the same type at the same time and registers Rg; at the

outputs of these components. The MX switch commutes the outputs of the
registers to the output of a device. This allows to reduce the time for re-
commutation of the components and the time of the transient process, since
the necessary data is already in the registers. Such an approach can be
implemented by an FPGA. The software implementation was applied for an
ultrasonic obstacle sensor data processing in mobile ICS based on the same
type of first-order components. For this, a generalized algorithm of the n-th
order of the form

i!

y — Al i—1 i-2_2 oi—3 .3
Y = QX +ia, ﬂix”_l-l-—zt._:nu Oy Xp—a i, Q1% -3
i . —
+ Ay Xp-4— ‘bl Yn-1
_i:bf, _-bg, _b'-l. 21
I | ¥n—2 10y ¥y—3 1 ¥n—s ( )

where @; and by — coefficients of the numerator and denominator of the first
order respectively, i — count of the connected first-order elements,
i=1,234

Such algorithm was implemented, but turned out to be complex for
implementation and operations. It requires additional computation, although
some components of this algorithm were pre-calculated and stored in
memory. The algorithm was developed and a signal processing program was
written according to a different principle for the ATMEL MEGA128
microcontroller. This made it possible to reduce the hardware of the system,
since all sensors are connected to the ADC, which is located in the
microcontroller, and also to reduce the processing time of data from the
ADC because it is on the same data bus with the processor. The signal graph
of a first-order bandpass filter is shown in Figure 19.
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Fig. 18. Block diagram of the serial connection of the same type elements

Figure 19: Signal graph of the first-order digital bandpass filter
Based on the signal graph a system of equations of the node states

ordered signal graph, according which the calculation algorithm was
compiled:

x4 [i] = =, (E);
Xa i1 = X3 [i—1];
xglil = x4li — 11; (22)

xali] = kx [i] — byxg[i] — boxo[i:
xsli]l = ag* {xg[il] + 2o [i1} + 223 [i];
}’:z{:i} = X5[E:];

where x ,,,x;[i],v,, — respectively input sequence, state of the graph node,
output sequence.
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This solution is more convenient for implementation and operation and
allowed to reduce the computation time, since some constants were
calculated in advance and stored in memory cells.In addition, subroutines
were written that were connected if it was necessary to increase the order of
the filter and the steepness of the AFC. Modeling fragment of the filter is

shown at the Figure 20, 21.
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Fig. 21. Fragment of the output signal of the digital bandpass filter

328



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

6. Application of This Approach to Notch Filters
Band-pass filters include notch filters, which do not pass the necessary

frequencies, but cut them out. By analogy with band-pass filters, in this case
there will be compression of the amplitude frequency characteristic. But
when connected in series, the amplitude frequency characteristic of notch
filters does not narrow, but expands in accordance with the transfer function

of this filter.

. _ apta s a2
H(z) = 1+b,zL4boz2 (23)

The mathematical description of the amplitude frequency characteristic
of the notch filter looks as this.

(ay+2agrin(@))2
(1=bo) 245, 5420, (14+b.) cos(@ ) +4bacos( @) ¥

H@) - | (22

With the expansion of the amplitude frequency characteristic, its
steepness also increases with the expansion of the frequency band cut out
from the signal spectrum, Figure 22. This is not convenient in some issues,
since with an increase the order it is necessary to narrow the cut-off band
with an increase in the steepness of the amplitude frequency
characteristic.
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Fig. 22. Amplitude frequency characteristic of first-order Butterworth
digital notch filters when they are connected in series
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7. Conclusion

Serial connection of frequency-dependent components of low order of
the same type leads to exponentiation of the transfer function and AFC. This
leads to compression of the AFC with an increase in the steepness of the
AFC. The paper shows, using the example of a band-pass filter, that with
such a connection, the center frequency does not change. It remains in its
place, the cutoff frequencies (left and right) are shifted to the center. In
addition, a new approach is obtained for calculating the exact values of the
cutoff frequencies and bandwidth.

The advantage of such connection is simple increase in the front of the
amplitude frequency characteristic and decrease in the bandwidth of the
connection by three times. In the example shown in Figure 8, the bandwidth
reduction is - 3.5 times with ten connected filters of the same type. The
disadvantages of such connection include not so fast rise and fall of the
AFC.

The possibility of implementing this approach on a mobile ICS is shown.
This allows on board such systems to calculate the necessary "compression™
of the amplitude frequency characteristic, and with limited computing
capabilities on board, use a preliminary calculation in the form of a table of
values that are stored in memory.

This approach allows you to automatically increase the operational
security of data processing in the ICS in the presence of interference.

In addition, the analysis showed that a similar connection of notch filters
does not allow obtaining a similar result for processing sensor signals in
order to cut out unwanted frequencies in a narrow frequency band. As
shown, this results not in a narrowing of the cutting band, but in widening
the band, which is not desirable in such systems.
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YJIK 681.51:004.896

YCYHEHHSA JIETOHAIIIL IBUTYHA BHYTPIIIIHHOI'O
3IrorPsIHHSA IIJIAXOM 3ACTOCYBAHHSA CMYI'OBUX
®LIbTPIB B IHOOPMAIIMHIA CUCTEMI KEPYBAHHSA

Curnukos T.
Hayionanvnuii ynigepcumem «Odecvka noaimexwikay, Yxpaina
E-mail: tykhon.sytnikov@gmail.com

Anomayin. Y pobomi poseusinymo nioxoou 00 YCYHeHHs OemOHayii 08USYHA BHYMPIUHbO20
3e0pAHHA.  Buseneno Opak  OCHOBHUX —piwieHb; OfiA  NIOBUWEHHS —eghekmusHocmi ma
EeKOHOMIYHOCI CUCTeMU 3aNnPONOHOBAHO BUKOPUCTIOGYSAMU CUCTIEMY PIGHAHb, 3ACHOBAHY HA
3MIHI Koe@iyienma Haonuwky nogimps. Lle 003601un0 3HUBUMU SUMPAMU HA OONAOHAHHS,
2abapumti posmipu i, IK HACTIOOK, 3HUUMU éapmicmb cucmemu 6 yinomy. OcHogHi nepesazu
yiel cucmemu: YHIBePCANbHICHb, NIOBUWEHA eDeKMUBHICIb OBUSYHA MA GUKOPUCMAHHSL
00HO20 CMAHOAPMHO20 CMY208020 Yupposozo Girempa. Iloes ynpasninus npu  3MiHi
Koeiyienma HaomuwKy nogimps nojseae 6 nacmynnomy. Ipu eunuxnenni demonayii cucmema
YNpasnints 30i1bulye KoeiyicHm HAOIUWKY ROGIMPsl, WO NO3HAYAEMbCS HA pobOMI 08USYHA 6
36i0neHux pexcumax pobouux cymiwei. IIpu ybomy 3HUICYEMbCS NOMYIUCHICMb OBUSYHA, WO
npu3600ums 00 3HUNCEHHS HABAHMAdCeHHs: Ha O08ucyH. Lle npuzeooumsv He minbku 00
mokcuuHocmi demonayii, a U 00 exonomii nawmea ma snudxcennss CO, NOX i CH. OcHosHoro
YACUHOIO CMY206020 QINbMpa € PO3NI3HABAHHA OemOHAYil Ma NPUPOOHO20 UWYMY OBUSYHA HA
Ppi3HUX yacmomax. Y 36'a3Ky 3 8eIUKOI0 KINbKICMIO WYyMI6 8 CUSHAI, KPIM 11020 nepedyoosu,
NPONOHYEMbCST  GUKOPUCTNOBYBAMU  OOHOMUNHI  QDITbmMpu  HUICUO20 NOPAOKY,  3'cOnami
nocnioo8Ho, OnA  NIOGUWEHHSI KPYMU3HU XAPAKMEPUCTUK Dinbmpa 1 36YJICeHHs cMye
nponyckauus. Ompumare cniggiOHOWeHHs 003605€ MOYHO PO3PAXY6AMU  HACMOMU N-20
3'eOnannsn oonoeo muny. Pozensidaiomves cmyeosi ma peswcexmophi  ginempu. Onucano
NOBEOIHKY aMNAIMYOHO-4ACMOMHOI XapaKmepucmuku npu nocaioognomy 3'eonanni. Taxe
PpiuienHs 003601UN0 3MEHWUMY ROMUTKY 8 POOOMI ONIOKY BUAGLEHHS OeMOHAYI HA NOYAMKOBUX
emanax 0emonayii, wo 00360A€ ONEPAMUBHO NPUUMAMU PIUEHHS WOOO YCYHEHHs Hebaxicanoi
demonayii.

Knwuosi cnosa: xoeghiyicnm HAOIUWKY NOGImMps, Oamuuxu OemoHayii, o6pobra cueHanis,
sunepedocenns 3anamosanns, Industry 4.0-5.0, yugpposuii cmyeosuii ginemp, oonomunnuil
yugpposuii  cmyeosuii  Qinbmp,  nocridogne  NIOKMOYEHHs,  AMIAIMYOHA  YACMOMHA
Xapakmepucmuka, (pazouacmomua Xapakxmepucmuka, pexceKkmopHuil ginomp.
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THE SYNTHESIS OF FAST DCT-11 ALGORITHMS
USING THE CYCLIC SUBSTITUTIONS TECHNIQUE
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Abstract. The approach of synthesis the discrete cosine transforms based on cyclic
convolutions requires the formation of the block-cyclic structure of the base matrix, an analysis
of the block-cyclic structure of the core of the transform and the determination of the minimum
number of cyclic convolutions. A model of a compressed description of the block-cyclic
structure of the core of a discrete cosine transform in the form of a cyclic decomposition of the
substitution is considered. The cyclic decomposition of the substitution contains integer
elements of the arguments of the basic function of the transform. In addition, the models are
supplemented by a cyclic decomposition of the substitution with simplified values of the
elements of the arguments of the basic function and a cyclic decomposition of substitution of
signs. An analysis and determination of identical cyclic submatrices in the basic matrix of
transform is performed with a variable step of the search, based on the parameters of the model
of the discrete cosine transform. As a result of software implementation using the cyclic
substitutions technique allows us to speed up the process of analysis of the block-cyclic
structure of the core of the transform, reduce the number of cyclic convolutions for
computation of the discrete cosine transforms of arbitrary sizes.

Keywords: discrete cosine transforms; synthesis of algorithm; analysis block-cyclic structure;
cyclic decomposition of substitution

1. Introduction

The use of a set of effective algorithms for information data processing
provides compression, encoding and encryption of input data streams,
increases the speed of formation and reliability of transmission of
information and communication systems of compact, secure information
packets. Thanks to fast algorithms of discrete Fourier class transforms,
efficient storage, transmission and processing of multimedia data is
achieved with a significant reduction of computational costs [1]. For wide
practical application by international standardization organizations, 1SO /
IEC and ITU-T, 8 types of discrete cosine transforms (DCT I-VIII) are
recommended [2]. DCT refers to orthogonal trigonometric transforms that
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correspond to the properties of discrete Fourier transform (DFT) [3].
Orthogonal trigonometric basic systems of DCT I-VIII provide computation
of direct and inverse transforms in the real domain, which is especially
important for the effective solution of specific practical problems of audio
and video data processing. There are many algorithmic approaches, which
can simplify digital transforms and reduce computational cost. For efficient
computation of DCT, the various forms of recording the core of transform
are used, including matrix multiplication with partial factorization [4], full
factorization [5], recursive factorization [6] and other forms [7].
Multivariate effective computing algorithms of Fourier class are divided
into: algorithms for size of radix two, split radix, mixed radix, odd size, and
prime factors composite transform size. In many scientific fields and several
problems, not only fast algorithms, block circulant matrices have been used
[8]. Mathematical rules, linear algebra and graph theory have some
techniques by which calculation cost and size of the structural matrices can
be reduced in repetitive, regular and circulant structures. Symmetry and
regularity of structures or repetitive structures have been widely studied in
details in book [9]. One of the approaches to the development of efficient
algorithms is the ability to compute transforms of Fourier class through
cyclic convolutions, which was first described for discrete Fourier transform
in the publication by Charles Raider in 1968 [10]. This approach uses fast
algorithms for convolutions’ computing. The efficient cyclic convolutions
will lead to efficient computations of Fourier class transforms. The most
well-known ones are the Vinograd algorithms of small sizes, the Agarwal-
Cooley algorithm, the algorithm of polynomial transformations [11], the
block pseudocirculant algorithm [12], the parisection algorithm (Pitassi)
[13], or hardware systolic architectures of convolvers using distributed
arithmetic [14]. As a result of the use of flexible arrangement of transforms
based on the formed block-cyclic structure of the Fourier transform basis,
computational complexity decreases, parallel computing of convolutions is
performed, and technical parameters (area, delay) of the computer during
the ultra-large integrated circuit designing [15] are improved. Discrete
transforms and convolutions are the main operations and key tools in signal
processing of system and service engineering. Between of variety the

334



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

algorithms, leading to efficient computations, have the historical
development of fast algorithms of Fourier class using cyclic convolutions.
The development the famous approaches of efficient computation of DFT
based on cyclic convolutions includes transform:

—for prime size N, where the DFT is trivially are computed the
remaining (N—1) components using an efficient cyclic convolution
algorithm presented by Rader (1968) [10];

—for arbitrary size, where individual discrete components DFT are
computed using a cyclic convolution algorithm presented by Goertzel
(1968) [16];

—for arbitrary size, where chirp-algorithm define DFT via cyclic-
convolution and additional multiplications presented by Bluestein (1970)
[17];

—for the integer power of prime size, presented by Winograd Fourier
Transform Algorithm (1978) [18].

These algorithms present in the various forms and based the properly
rearranging the basic matrix are leaded to pseudo/quasi cyclic structures.
The techniques can reform the size of transform to different set of the less
sizes the cyclic structures. The paper [19] shows that when the length of a p
prime is such that (p-1)/2 is odd, the DCT can be computed as two cyclic
convolutions, each of length (p-1)/2. The paper [20] proposes to decompose
the computation of the N point DCT into two matrix-vector multiplications,
where each matrix is of size (M—1)x(M—1) and M = N/2. Each of the
decomposed matrix-vector products is then converted into a pair of
[(M—1)/2] point circular convolution-like operations for reduced-complexity
of concurrent systolization. Synthesis of fast algorithms often use a direct
method based on the properties of the base matrix of transform and
indirectly method, which involved other fast algorithms of discrete
transform [21]. Modern computation of discrete transform of Fourier class
the signals need to use the generalized scheme of efficient algorithms. For
many well-known fast algorithms are applied purely algebraic methods. The
mathematical principles establish by the each algorithm and justify its
structure. The objective of the paper is study the synthesis of fast DCT-II
algorithms using the cyclic substitutions technique. The cyclic
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decomposition of the substitution is used to bring the harmonic basis of
DCT-II to a set of cyclic submatrices. Execution of the synthesis of fast
DCT-I1 algorithms requires an analysis and research of the obtained block-
cyclic structure of the core of the transform in order to reduce the
computational complexity and efficient organization of its execution. It is a
further development of approach for the efficient computation of Fourier
class is to bring a harmonic basis to block-cyclic matrix structures and
computations of transforms using fast cyclic convolutions [22].
2. DCT of type Il as the periodic symmetry extension of DFT

The DCT reflect the input data to linear combination of weighted real
basis functions. The DCT are a further improvement of the DFT for real
input data, because the complex Fourier transform is redundant in this case.
The cosine and sine transforms and Fourier transforms are interconnected by
appropriate mathematical relations, which allow us to choose an effective
way to compute one transform through another. According to the DFT
theory, for trigonometric transforms on the basis of interval [0, n] there is a
need to continue input sequence twice. The Fourier-related transforms that
operate on a function over a finite domain, such as the DFT or DCT or a
Fourier series, can be thought of as implicitly defining an extension of that
function outside the domain (Figure 1). That is, once you write a function
f(x) as a sum of sinusoids, you can evaluate that sum at any x, even for x
where the original f(x) was not specified. The DFT, like the Fourier series,
implies a periodic extension of the original function.

N DFT

Fig. 1. The periodic extension of the original function for DFT
The axis of symmetry of discrete samples can be on a sample (even

number) or between two samples, which corresponds to a shift in the half
interval (odd number) sampling. This allows different options of transform
under the boundary conditions of real input data [23]. The DCT, like a
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cosine transform, implies an even extension of the original function (Figure
2). It is equivalent to a DFT of roughly twice the length, operating on real
data with even symmetry (since the Fourier transform of a real and even
function is real and even). However, the DCTs operate on finite discrete
sequences, two issues arise that do not apply for the continuous cosine
transform. First, there is a need to specify at both the left and right
boundaries of the domain. These different boundary conditions strongly affect
the applications of the transform and lead to uniquely useful properties for the
various DCT types.

2N DCT
Fig. 2. The even extension of the original function for DCT-II
The most common variant of discrete cosine transform is the type-II
DCT, which is often called simply "the DCT". The DCT-II implies the
boundary conditions in the case of half interval sampling symmetrically at
both the left and right boundaries. The illustrations of the implicit even
extensions of the DCT is presented in Figure 3.

x(n)
0 5 10 n
Fig. 3 The illustration of the implicit even extensions of DCT-II for input

data N=4
The DCT-II proof is performed by calculating the DFT for the case of

periodic continuation of the finite input sequence, which is expressed as a
linear combination of complex exponents. While the DFT contains implicit
periodicity, the DCT includes both periodicity and parity. For the DCT-II,
the sequence x[n] continues to 2N-periodic as a rule:

X1(n) = X[((n))ZN]+X[((_n_l))ZN]' (1)
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Since the overlaps of the extreme samples do not occur, the equality at n
=01, 2,..,N-1 is satisfied for the unmodified sequence. This continuation is
called the periodic symmetry of the second type (Figure 4), the centres of
pair symmetry of the sequence are placed in HS (half samples): -1/2, (N-
1/2), (2N-1/2) and etc. That is, the axis of symmetry passes between extreme
samples, what corresponds to the set of symmetries given in Figure 4.

%(n 4

HS HS!
Q !

0 5 10 n
Fig. 4. The continuation of the 4-element sequence corresponding to DCT-I11

Let's perform the forward and reverse DCT-II for the extended to 2N-

periodic sequence:
i(n);{x(m)’ (O<m=<N-1 . @)
X(—m-=1), (N <m<-1)

According to Figure 5 with N=4 element sequence we have a 2N
sequence within —N < n < N-1, which is periodic with period 2N and is even
with respect to the axis m = -1/2

X'(m)=x'(-m-1)=x"(2N -m-1) . (3)

b)

-4-3-2-10 1234 m -4 -3-2-10123 4 m=m+05
Fig.5. The continuation of the sequence (a) to 2N-periodic and (b) offset by
m'=m+ %

If you shift the sequence to the right by % according to the Figure 5, b)
the sequence index will be m'=m + 1/2, then the index m = m'-1/2, and
accordingly

xX'(m) =x'(m'—1/2). 4)
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Then the representation of the DFT sequence with 2N samples for
n=0,1,..., 2N-1 will be

N—-1/2
le_N S x(m—1/2)exp(—j2zm'n/2N)], ()
m'=—N-+1/2

1 N-1/2
—_— x(m'=1/2)cos(2zm'n/2N) —
VoW 2 ®
j N-1/2
- x(m'=1/2)sin (2zm'n/2N).
Vo 2

In the obtained expression we have x'(m) = x'(m'-1/2) that is even,
cos(2nm'n/2N) and sin(2zm'n/2N) are respectively even and odd functions
up to m'= 0 or m'= - 1/2. Therefore, the first sum is doubled within m'=

1/2,...,N-1/2, and the second sum will be equal to zero:
1 N-1/2

—_— x(m'=1/2)cos(2zm'n/2N) =
V2N m':%uz (7
2 N-1/2
=.— > x(m'-1/2)cos(2zm'n/2N)
m'=1/2
Substituting m’=m+1/2, we obtain DCT-II for n=0, 1, 2,...,N-1:
N-1/2
X°(n) = 2 > x(m'—1/2)cos(2zm'n/2N) =
N =7, 8
2 N-1 N-1
= WZ x(m) cos[(2z(2m+1)n/2N]= D c(n, m)x(m),
m=0 m=0

where c¢(n,m) is the basis function of DCT-II.
The output value of X%(n) = X%(-n) is even with the period 2N

XZN+n)=X%(N+n-2N)=X?n-N)=X?(N-n). 9)

Therefore, n = 0,1,2,...,2N-1 the number of output values is reduced by
halfn=0,1,2,..., N-1.
Direct DCT-11 can be represented by the formula:
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ni2m+1)x ]_
2N (10)

N-1
c(n,m)x(m), n=01..,N-1.

m=0

Zn)=a(n Nix m)cos[

All rows c(n,m) of vectors [c(k,0),...,c(k,N-1)] are orthogonal and
normalized except the first:

\/NZicz(n, m) = EECOSZ[(Zm +Dnz/2N] =
m=0 N m=0 . (11)

:{\/5, n=0

1,n=12,.,N-1

The coefficient makes them orthonormal

{\/:UN, n=0
a(n) = y
v2/N,n=12,..,N-1

DCT-II is widely applied for several reasons. Firstly, basis of DCT
functions are well approximated to Karhunen-Loyeva transfer function for a
big number of stationary stochastic processes, which allows presenting the
signal of a given accuracy with a minimal number of components. Secondly,
DCT-I1 is included as part of some efficient DFT algorithms such algorithm.
Thirdly, DCT contains a number of special properties, because the
conversion is concentrated in the lower indices and more intense and
zeroing the remaining output values does not lead to a significant loss of
signal energy that prevents edge effects at the block encoded images [24].
DCT-Il is used in many applications, especially in processing digital signals
audio and video.

3. Mathematical model of the of the block-cyclic structure the DCT-II
core

Let's analyse the core of DCT-II (10) in the matrix form:

X% (n) =Cy (n,m) x(m), (n,m=01,.,N-1), (12)
where C'y is the basic matrix of dimension (N x N) with indices on rows n =
0,1,..., N-1 and indices on columns m=0,1..., N-1.
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The function cos [n (2m + 1) & / (2N)] is periodic in relation to 4N
samples, so we can write the basic matrix C”, (n,m) as integer arguments of
the cosine function:

C)l(nm)=[(2m+)nmod 4N], (n,m=0L..,N-1),

without taking into account p=z/(2N).

To obtain a model of the structure of the block-cyclic core DCT-II,
according to [25], we analyze the matrix C", twice as large for n, m = 0,
1,..., (2N-1) taking into account the periodicity (13),

C."(n,m)=(c,,)mod (4N), (n,m=01,..,2N -1),

(13)

14
where cam = (2m+1)n is the argument of the basic cosine function for gac%
m-th element of the n-th component of DCT-II.

To form a substitution, choose two columns of the base matrix C',.
These columns are arbitrary, but should not have an index of m, which is an
element of the decomposition of the size N of the transform.

The basic function cos [n(2m+1)z/(2N)] is symmetric in relation to the
argument 2N, reduced according to the properties of symmetry

C, (n,m)=4N-[(c,,,)mod(4N)], if [(c,,)mod4N]>2N,(n,m=01..2N-1).

Il
a

(15)

Therefore the model of the block-cyclic structure of the basis matrix of
the DCT-11 can be described using a cyclic decomposition determined by the
substitution of the corresponding columns in the matrix C", (15) with
integer values of the arguments of the [25]

H(L) =H1(L1) HZ(LZ)Hk(Lk) :(hll’ hlZ""hlLl)(h21’h22""h2L2)"'(hkL1'hkLZ""hkLk)' (16)

where hjj are integer elements of cycles Hi(L;i) with size L; elements (i =
1,2,...,k j=1,2,..., Li), k is the number of cycles.

The elements h;; of the cycle Hi(Li) correspond to the values from the
matrix of arguments of the basic harmonic transform function C", (15) and
are less than or equal to 2N. The number of cycles k in the model H(L) is
determined by the specific value of the transform size N.

Due to the different expressions for the indexes of columns and rows
included in the arguments of the basis function, it is necessary to use two
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arrays Hr(n) for rows and Hc(n/2) for columns to re-index the matrix C",
(5).

For example of the DCT-I11 of size N = 7, we will form a substitution on
the basis of two columns C",. The first column of arguments of the basis
function in the matrix C", with the index n = 0 corresponds to a natural
series. The second substitution column is 3, which is the index (2m+1) for m
= 1 and is not an element of the factorization of the size N of the transform.
That is, the substitution will contain elements c,m , which are defined
according to the properties of symmetry (5),

0- column 0123 456 7 8 9 10 11 12 13)

1- column (036 9121310 7 4 1 2 5 8 11).

The substitution is described as a cyclic decomposition H(L) with
increasing the values of first elements hil for each next of cycles Hi(L;)

H(14)=Ho(1)H1(3)H2(3)Hs(3)H4(3)Hs(1) =

(0)(1,3,9)(2,6,10)(4,12,8)(5,13,11)(7),

where h01:0, h11:1, h21:2, h31:4, h41:5, h51:7.

In order to reduce the computational complexity of the transform, it is
necessary to reformat the standard cyclic decomposition of substitution. For
this provided that each subsequent cycle Hisi(L i+1) begins with the first
element equal to (2N-hi1), where hiz is the first element of the previous cycle
Hi (Li) , if it exists and Li+1 = Li. In each cycle, which is formed as a result
of cyclic decomposition of the substitution, the cyclic shift of the elements is
possible. The cyclic decomposition Hy(14) for indexing the rows of the base
matrix DCT-II uses the cycles from the H(14) with the corresponding first
elements, which corresponds to the described condition,

H/(14) = (0)(1,3,9) (13,11,5) (2,6,10) (12, 8, 4) (7).

The cyclic decomposition Hc(7) for indexing the columns of the base
matrix DCT-I1 uses selected cycles from H(14) with the first odd elements
(2n+1) less than 2N:

Hc(7) = (1,3,9)(13,11,5)(7),

the transition of the values of the elements from (2n+1) to n will look like in

Hc(?):
He(7) = (0,1,4)(6,5,2)(3).

342



INFORMATION PROCESSING IN CONTROL AND
DECISION-MAKING SYSTEMS.
PROBLEMS AND SOLUTIONS

Thus, as a result of rearrangements of sequences of rows, respectively
H:(14), and columns, respectively Hc(7), we obtain the basic matrix DCT-II
of simplified arguments which contains a set of cyclic submatrices with
integer elements.

According to the properties of asymmetric (x) of DCT-II basis function
the matrix (Fig. 6) consists of the simplified elements cnn, Of the arguments,
which are determined by the consistent arithmetic operations:

Com =2N-{4N-[(c,,)mod(4N)], if {4N-[(c,,)mod4N]>N,
(n,m=01,..2N -1).

(17)
otherwise ¢, _ =¢C

nm nm?

The property of the symmetric/asymmetric of the basis functions of
DCT-I1 proves efficient representation over less value of elements cnm with
the addition of corresponding signs Zc(n,m) in Figure 6 are denoted dmatrix
and s_matrix. The matrix of signs Zc(n,m) consists of the values of elements
equal to +1, -1, 0 and has the same block cyclic structure with simplified
arguments.

[ a [ a 2 a 8 1 1 1 1 1
1 3 5 | 5 7 1 1 1 1 @
L} 5 1 ¥ 5 1 7 -1 1 -1 1 [
5 1 ] 5 1 3 7 1 1 1 1 @
1 1 5 1 i 3 ! -1 1 1 1 [
] 5 1 ] 5 1 7 i | | i @
5 1 i 5 1 3 | 1 1 1 1 @
2 £ 4 & 4 it 1 1 1 1 1
[ 4 Fl b 1 2 i 1 1 1 1 1
a ¥ b i 4 -] { 1 1 1 1 1
2 ] 4 ¥ 6 4 2 1 1 1 1 1
& 4 F B 4 2 . 1 -1 -1 1 1
4 . 6 4 ) [ B i i | 1 1 1 1
! r 4 ! i ! a ] a8 a a ] a8

Fig. 6. The block cyclic structure with simplified arguments and
the signs for size N=7
Based on the model (6) in the form of an arrays Hr(n) and Hc(n/2), the

rows / columns of the matrix of the simplified elements c,n of the arguments
(17) are re-indexed, which results in the formation of block-cyclic structures
C''y the core of the DCT-II.
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4. The Analysis of models of block-cyclic structures of the DCT-I1 core

For automatic synthesis of the fast algorithm DCT-II it is necessary to
perform the analysis of the structure of the obtained block-cyclic matrix C''y
in order to determine identical blocks that are placed horizontally and
vertically relative to each other. The presence of identical blocks reduces the
computational complexity and provides an opportunity to organize the
efficient computation of DCT. The criterion and initial parameters of the
analysis is a search for identical blocks with the corresponding indices of
placement in the basic matrix, the elements of which belong to one of the
cycles of the model (16). As a result, the obtained data allow us to determine
the minimum number and dimension of cyclic convolutions for further
computation of DCT-II based on the fast cyclic convolutions. To research
the structures of matrices a software analysis is used, which performs
iterative scanning of the entire set of elements of the matrix. To find the
specified fragments, a step-by-step scan of the matrix with the
corresponding direction of movement is performed. The disadvantage of this
scan is the large number of computations, which with increasing dimension
of the matrix of size N x N has the order of computational complexity O( N
4). The values of the elements of the matrix N x N can be determined in
advance, but the large sizes of transforms require significant memory costs
to save them. For automatic synthesis of algorithms for computing DCT-II
based on cyclic convolutions, it is necessary to provide efficient, in terms of
speed, analysis of the structure of the block-cyclic core of transform. To do
this, we apply the basic parameters of the model H(L) of the block-cyclic
structure of the basic matrix DCT-Il. The model H(L) of the block-cyclic
structure of the base matrix DCT-II complements its representation in the
form of a simplified cyclic decomposition H'(L), the simplified elements h’;;
of which are determined by formula (17), and additional cyclic
decomposition of signs Zc(L)

H'(L)=H' (L) A (L) H\ (L) =
= (h|11 ' h|12 ’"-hlm)(hln ' h'zz ""h|2L2 ) hlku ' hlkLZ ""h]kLk ),

(18)
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26(L)=2,(L) Z,(L) .. Z, (L) = (19)
=(le’ ZlZ""ZlLl) (221' ZZZ""ZZLZ)"'(ZkLl’ ZkLZ""ZkLk)’

where z;j=1, if hj < N, or z;j=-1, if N < h;j <2N, or h;j=0 if h;j=N;
i=1,2,...k j=12,..,Li

Therefore, accordance the model (8, 9) for the analysis of the block-
cyclic structure of the core of the DCT-II, we use the parameters:

k is the number of cycles in H(L);

Li is the number of elements in each cycle Hi(Li);

t is the repetition of groups of elements %’ of the corresponding cycle
Hi’(Li) in the row of submatrices of the matrix structure;

i,j is coordinates of the first elements of submatrices with the
corresponding sign and value of z;cij in the matrix structure;

r is the number of repetitions of identical cyclic submatrices in the
matrix structure horizontally/vertically;

r’ is the number of submatrices, starting not from the first c;; = 4’ but
from the intermediate simplified element %’ of the corresponding cycle
Hi’(Li);

m is the total number of submatrices in the block-cyclic structure.

The block-cyclic structure of a square matrix Ca, (k,n) contains a set of
cyclic submatrices of different size Li. These submatrices contain integers
and are Latin squares. In addition, each square submatrix contains equal
elements arranged parallel to the side diagonal or equal pairs of elements
symmetrically arranged relative to the main diagonal. Such square
submatrices are called Hankel or left-circulant, completely defined by their
first row or first column. The model of the block-cyclic structure of the core
of the DCT-II of size N, which contains left-circulant submatrices, is
determined by cyclic decompositions of substitution (18, 19) with the
corresponding parameters. Therefore, to find and determine identical
submatrices in the basic matrix, it is advisable to use an algorithm based on
the parameters of cyclic decompositions. Taking into account the
peculiarities of submatrices (square, left-circulant) in the block-cyclic
structure of the basic matrix DCT-Il is possible to analyse identical
submatrices by different algorithms in the directions of search and
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comparison. The search and analysis by sorting through the elements,
starting from the top row or the first column, involves checking for cyclicity
(the same values of elements with the next offset row or column). In the
case of non-fulfillment of the requirement for cyclicity, we conclude that the
size of the submatrix is complete, and the obtained size determines the
dimension of the square submatrix. Next, we move from top to bottom and
left to right (horizontally / vertically) to this defined size. We continue the
analysis by searching the elements of the first rows or columns, determining
a new submatrix, compare it with previously identified submatrices for
identity. The search and analysis by sorting through the elements on the
lateral diagonal begins with the first element by checking for cyclicity (the
same values of elements parallel to the side diagonal). If the requirement of
cyclicity is not met or the maximum value of the number of elements in the
lateral diagonal is determined, we conclude that the size of the submatrix is
complete and determine its dimension. Next, move from top to bottom and
left to right (horizontally/vertically) to this defined size. Continue the
analysis by searching for elements in the lateral diagonal when determining
a new submatrix, compare it with previously identified, determining the
same separately for the same vertical and horizontal coordinates. Mixed
search for the values of elements in the row / column and the values of
elements relative to the lateral diagonal, combining these two strategies,
taking into account the peculiarities of the corresponding sizes of
submatrices will also identify identical cyclic submatrices in the block-
cyclic structure of the basic matrix DCT-II. Identical cyclic submatrices are
identical submatrices that have the same corresponding values of elements
from the simplified cycle Hi’(Li) and the sign cycle Zc(Li). Quasi-identical
cyclic submatrices have the same elements from the simplified cycle
Hi’(Li), but opposite values in the cyclic decomposition of signs Zc(Li). An
important feature of the block-cyclic structure of the formed basic matrix
DCT-I1 is presence of square, left-circulant integer submatrices, the location
coordinates, elements and dimensions of which are determined by the
corresponding cycles in (8, 9). This feature allows you to speed up the
analysis of the structure of the matrix by changing the scanning step equal to
the size of the cycle L, containing the corresponding integer elements h;j in
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the cycle Hi(Li). The analysis of the matrix structure for the identity of the
submatrices placed in it will be performed by coordinates (i, j), for which we
will determine the values of zjc;; of the first elements of submatrices. Next,
it is compared (cij) with the corresponding values /47 of the first or other
elements of the cycle Hi’(Li) and as a result of the correspondence, the
dimension Li x Li of the square submatrix is determined. Further selection
of identical horizontally and vertically placed matrices under the condition
of equality of their first elements is performed by the coordinates of the
column / row at offsets on the size Li. The following coordinates (Table 1)
of the first elements of submatrices are determined by (i+Li), (j+ Li), where
the dimension Li is chosen according to the values of the first elements of
submatrices in the matrix structure for the cycle Hi’(Li).

Table 4

The matrix structure with coordinates and values z;; c;; of the first elements
with the sign for cyclic submatrices of the DCT-I1I

1,1) - zij cij; 1,1+ Ly) — zij ¢ij; e (1,14
Li+Lo+, +Lli) —
Zij Cij;
(1+ Lk, 1+ Lyt
Lo+ . +Ly) —zij
Cij;

(1+ Ly1) - zij cij; (1+ Ly, 1+ Ly) - zij cijs o (142L
1+L+lo+ 4Lk
) - Zij &ijs
(1+ 3Lk, 1+ L+
Lo+, +Lk) —zij
Cij,

(1+ L+ Lo, 1) — zij €ij; (1+ Lo+ Loy 2+ Ly) — zij ¢ij; T (A4 ALy, 1+ Lyt
Lo+ +Lk) — zij
Cij,

(1+Lg+Lse +Ly1 (A+Lg+Llo+ +Lk  (I+Lg+Llo+ (1+Lg+Lp+ (1+Ly+ Lo+
) — Zij &ij; 4L —zij@is; Lk, 1+L+
+Lk,1+2Lk) +Lk,1+3Lk) Lo+ +Li) — zij

—Zij Gij; = Sij Gij; Cij;

We define identical cyclic submatrices by selecting the coordinates
(i+Lj), (j+L;) of the first elements zic;; of identical submatrices horizontally
(i+Li) = const in the block-cyclic structure of the basis matrix. For
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horizontally identical cyclic submatrices, cyclic convolution with element-
wise addition/subtraction input data will be performed. Similarly, identical
cyclic submatrices are determined by selecting the coordinates (i+L;), (j+Li)
of the first elements of identical submatrices vertically (j+Li) = const in the
block-cyclic structure of the basis matrix. For vertically placed identical
cyclic submatrices, one cyclic convolution will be performed with the
corresponding input data.

For the remaining cyclic submatrices, that do not have identical block-
cyclic structure of core of DCT-II in size N, one cyclic convolution will be
performed.

5. The software implementation of the synthesis of fast DCT-I1
algorithms based on cyclic convolutions

The software implementation of the synthesis of fast DCT-II algorithms
using the cyclic substitutions technique includes the analysis and search of
identical matrices.

It includes two main functions: search and selection of cyclic matrices in
the block-cyclic structure of the core of DCT-11 based on the model (18, 19)
and a function of determination of identical blocks for the definition of the
minimum number of cyclic convolutions required for computation of DCT-
.

The software solution is implemented using C++ in the development
environment of Visual Studio C++ 2022,

The first function searches for and determines the affiliation of cyclic
blocks to the corresponding cycles Hi’(Li) with the same first elements ¢i;.

The analysis and selection of cyclic blocks is performed for each cycle
Hi’(Li) of the model of the block-cyclic structure of the DCT-II of size N.

The analysis is the research of the obtained data set with values of ¢;; of
the first elements of cyclic blocks and their coordinates (i, j) in the structure
of the block-cyclic matrix of the simplified elements com.

The analysis is aimed at identifying identical blocks placed horizontally
and vertically relative to each other. The block diagram of the algorithm for
determining identical blocks and, accordingly, the minimum number of
cyclic convolutions is given in Figure 7.
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shifts() defines the
number of cylic
""""" shifts for the given

part of the row

copy(L,M,x,y) copy in L the first row
res.add(x,y) | T of the cyclic submatrix,
s=1 save the coordinates of
the first element

highlight(M,
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remaining rows of
highlight(Mm,
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the cyclic submatrix

Fig. 7. Flowchart of the algorithm for determining identical blocks

Table 2

The values cij of the first elements of the blocks and their coordinates (i, j)

Cij (i, j) — coordinates of the first elements of

the blocks

0 (0,0), (13, 12), (14, 12), (15, 12), (16,
12), (17, 12), (18,12);

! (1,0), (4.0).(1,3), (4, 3);
(19, 6), (22, 6), (19, 9), (22, 9);
(19, 0), (22, 0), (19, 3), (22, 3), (1, 6), (4,
6). (1, 9), (4, 9);

2 (7,0), (10, 0), (7, 3), (10, 3);

10 (7,0), (10, 0), (7, 3), (10, 3);

(13, 0), (16, 0), (13, 3), (16, 3);
(13, 6), (16, 6), (13,9), (16, 9);

7 (25, 0), (26, 0), (1, 12), (2, 12), (3, 12), (4,
12), (5, 12), (6, 12), (19, 12), (20, 12),
(21,12), (22, 12), (23, 12), (24, 12).

As a result of execution of the first function, a set of cyclic subarrays is
determined in the form of an array of data containing the values of ¢;; of the
first simplified elements of the blocks and their corresponding coordinates
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(i,J), which accordingly are the indices of the two-dimensional array. For
example, as a result of the analysis for DCT-1I for size N = 14, we obtain an
array of data shown in Table 2. According to Table 2, the first elements of
cyclic subarrays of the basis matrix, equal to, for example, cij = 1, are
located in the matrix at coordinates 1 (1,0); 1 (4.0); 1 (1,3); 1 (4.3). That is,
in the structure of the basic matrix there are two identical blocks, placed
horizontally (1 (1.0); 1 (1.3) and 1 (4.0); 1 (4.3)), and vertically (1 (1), 0); 1
(4,0) and 1 (1,3); 1 (4,3)) relative to each other. For clarity of the results of
the analysis in Table 2, in Figure 8, we show the block-cyclic structure of
the arguments of the basic matrix DCT-II of size N = 14 with the coloring of
the first elements and identical cyclic matrices, which in the analysis are not
calculated, except for integer values of the first elements of submatrices.

(2] 1 2 4 5 6 7 8 9 18 11 12 13
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14
14
14
14
14
14

NN AWNRE S

8
4
2
8
a4
1
3

~
~
O W= o

n
i
©

27 14 14 14 14 14 14 14 14 14 14 14 14 14 14

Fig. 8. The matrix of DCT-1I of size N = 14 with the found identical cyclic
blocks
The algorithm for determining the minimum number of convolutions

uses the result of the first search and selection of cyclic submatrices. In the
next stage of the synthesis, the values of the first simplified elements of
cyclic submatrices are selected and are compared in the structure of the
basis matrix according to the formed coordinates. For each group of
coordinates of the found first elements c;; on the same coordinate y; (i =
0,1,..., 2N-1), a set of convolutions is formed using the function
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get_conv(v). After each iteration, the processed convolutions are added to
the unique list. As a result of definition of identical blocks horizontally and
vertically by means of the software decision, the sequence of cyclic
convolutions between a set of the simplified arguments and a set of the
corresponding input data is formed.

For example, for DCT-Il of size N = 14, we obtain (Fig. 9) a
conditionally written sequence of cyclic convolutions (X) for the
corresponding values of the first elements with coordinates zjjci; {1, j }. To
compute DCT-II of size N = 14 according to the formed block-cyclic
structure (Fig. 8) it is necessary to perform 4 one-point and 8 three-point
cyclic convolutions. Convolution number 5.c was determined to be opposite
in sign to convolution number 2.c based on the analysis of identical cyclic
submatrices vertically. At this stage of the analysis, the equals but opposite
in sign of the convolutions are considered to be of the same type.

As a result of the analysis of the structure of the formed block-cyclic
matrix for the identity of the blocks placed horizontally and vertically, we
determine the reduced number and size of cyclic convolutions for the
synthesis of the computation algorithm of DCT-Il. A set of a reduced
number of identical cyclic submatrices in the structure of the basic matrix
determines the organization of the computations DCT-I1 of size N.

a) e{e, 8} (-0) (X) { x(®) -x(1) -x(4) x(13) x(12) x(9) -x(2) x(7) x(5 -x(11) +x(6) x(8) -x(3) -x(10) }

QAL B0 3 o (13900, x), (@) -x(B), x(12), ) }

B S{L, 65{1 % - (5 8 A1) ()] -x), x0), x5) -x(10), x(6), (), }
(L1 - (9 0 {x)

AT, 0207 3 - (2 6 18) 00 Lx@), x(1), x4)) +«B), x(12), x0) ]

b) +18 {7, 6}+08{7, 9} (18 2 8) (X) { - x(2), x(7), x(5) - x(12), x(6), x(8) }

A #{B B4 3 (4 2 800 xe), ), xE) x(13), x(12), x) }
(8, 6 -8{83, 9 o (8 4 1) 0 ), D, x5) x(11), x(6), xE8) }
o, 17 - (8 0]

-

{19, o} -5{19, 3} (-5 13 -11) (X) { - x(0), x(1), x(4)

(13), x(12), x(9) }

b)-3{19, 6} 43{19, 9 - (3 9 1) (X){ - x(),x(7), «(5) +x(11), x(6), x(8) }
-7 {19, 12} (-7) (%) { «(3) x(10) } d (o
a) 47 {5, 8} (1) () { x(8) x(1) x(4) x(13) x(12) x(9) =(2) x(7) x5 x(11) x(6) x(8) -x(3) x(18) }

Fig. 9. The formed sequence of cyclic convolutions for DCT-II of
sizeN =14
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6. Discussion of the results of analysis of the models the block-cyclic
structure of DCT-II cores

The formation of the basic matrix of DCT in the form of a set of cyclic
submatrices and analysis of block structure with variable step allows us to
speed up the process of analysis of the structure of the core of the transform,
reduce the number of computations of cyclic convolutions and,
consequently, reduce computational complexity. The reduced number of
cyclic submatrices in the structure of the basis matrix depends on the value
of the transform size N and model (18, 19) of the block-cyclic structure of
the core of DCT-II of size N. Identical cyclic submatrices placed vertically
relative to each other lead to a one-time computation of cyclic convolutions,
the results of which are used in the process of combining for different X2¢(k)
output values of the transform (1). Identical cyclic submatrices placed
horizontally relative to each other lead to the union of groups of input values
x(n) of the transform and a one-time computation of cyclic convolutions, the
results of which are used for one group X*(k) of output values of the
transform (1). Depending on the specific size of the transform N, we have in
the block-cyclic structures a corresponding number of cyclic convolutions,
which is not constantly increasing with an increasing size N of transform. In
the process of analysis the block-cyclic structures of the DCT-II core for
sizes N = p, the regular increase of horizontal and vertical lines in the
structure of transform basis with increasing size of degree is confirmed,
which is shown in Fig. 5 for sizes N = 3' on the example of sizes of N =
9,27. As it can be seen in the example for N = 3 (Fig. 10), for block-cyclic
structures of the core of DCT-II for sizes of the integer N = p' is
characterized by a regular increase of horizontal and vertical lines in the
structure of the basis. Similarly, this is confirmed by the corresponding
increase in the number of cycles in the model (18, 19) of the block-cyclic
structure of the core of the DCT-II with an increasing value of the degree of
size N = p'. Depending on the specific value of the transform of the size N
according to the corresponding value, the choice of columns to form a
substitution for the model (18, 19) of the block-cyclic structure of the core
of the DCT-II gives different variants of block-cyclic structures with the
corresponding number and sizes of cyclic matrices. For example, in Table 3
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for DCT-II of size N=20 according to the values of the indices of columns 1,
3, 4,5, 9, we have four variants of the block-cyclic structures

¥
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Fig. 10. The block-cyclic structures of the basic matrix of arguments DCT-II
sizesN =09, 27
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Table 3
The values point and number of cyclic convolutions for DCT-II of size

N=20 corresponding to the value of column to form a substitution
N  Col point (number)
1(4), 2(7), 4(6)
1(12), 2(4), 4(8)
1(20), 2(24)
1(12), 2(28)
1(28), 2(20)
19 1(110)

In the example for DCT-I11 of size N=20 according to choice the values
of the indices of columns 1, we obtain a conditionally written sequence of
cyclic convolutions (X) between the arguments of the basic function and the
input sequence (Fig. 11).

To compute DCT-II of size N=20 based on the formed block-cyclic
structure (Fig. 11), it is necessary to perform 4 one-, 7 two- and 6 four-point
cyclic convolutions accordance Table 3. Convolution number 6.b was
determined to be the opposite of convolution number 2.b based on the
analysis of identical cyclic submatrices in the vertical direction. This creates
the possibility of choosing the structural diagrams of computers of DCT-II

20
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at the system (algorithmic) stage of design. There are sizes of DCT-II,
which have only one variant of the block-cyclic structure for any values of
column indices.

For example, one variant of the block-cyclic structure has simple values
of sizes N =11, 23, 47, 59, 83.

Computations of DCT-II for short sizes based on cyclic convolutions are
characterized by the least time among other approaches to computing
transforms [26] and reducing the cost of implementing computers on VLSI
[14, 15].

The synthesized DCT-II algorithms as a result of the analysis of the
block-cyclic structures for short sizes are basic in the transition to large

composite sizes of transform.
1.a) 0{e, 0} - (@) (0 {x(0) -x(1) «x(4) «x(13) +x(19) +x(18) +x(15) «x(6) -x(2) -x(7) «x(17) +x(12) +x(3) +x(18) +x(8)
«(14) +x(16) -x(9) +x(11) =x(5) }

ra

AL O AL A o (38 13) 1) { (O, R(0)y X x(13)) -(u(19), x28), x(15), x(6)) }
D5 {1, 8511 5 (55 () { (a2, <) G, x(1) }
Q{0 {816 5 (719 41) (1) { (3), x(i0), x8), 3(44)) (x(6), (8}, x(10), (3)) }

"

120 (% f o (26 18 18) () { Ol x0) XA x(13) (x(19), x(18), w{15)y x(6)) }
50 {9, B - (40) (0 {x2) (@) (1) x(12) }
A9, 14 {0, 18] o (A0 2 6 ) (1) { (), x(18), x(B), x(14)) +(x{16), x(3), x(11), x(5)) }

=~

J {7, ) -4, 2 {17, 4-4{17, 6} - (4 -2) {0 { x(O) x(1)) -(x(3), x(13)) «(x(19), x(18)) -(x(15), x(6)) }
0} 12 {17, 12} +12 {17, 18} 12 {17, 16} 12 {17, 18} - (12 ) () { -((3), x(10)) +(x(8), x(14)) -(x(16), x(9)) “(x(11), x(3)) }

o

) 5 U, B} -5 {H, 2 -5 {2, A5 {2, 6} -5 {2, 12} 5 {24, 14} 45 {2, 16} -5 {20, 18} o (5 45) () { «(x(®), x(1)) -(x(8),
X(13)) -(x(19), x(18)) +(«(15), x(6)) -(x(3), x(10)) +(x(8), x(14)) +(x(16), x(9)) -(x(11), x(5)) }
D) A5 {2, 815 {2, 10) o (A5 5) () { (x(2), x(7) «{x(17), x(12)) }

-

S TS, A o (748 AT ) (1) { (ce) X)), x03)) -{a{18)y x{18), x(15), x(6)) }
05 {8 im0 5 (5 15) (0 { (), ) el (1) )
o) -9 {25, 12} 9 {25, 16} - (9 A3 4 -3) () { -(x(3), x(10), x(8), x(14)) +(x(16), x(9), x(11), x(5)) }

~

D, 080, DA A 6 o (8 16 00 {0l x(0) () x{12) (x(12)y x(18)) (a(15), x(5)) }
D o0ga, 8 o (0)00{ Q) x(7) x(17) x(1) }
¢) 16 {3, 12} 16 {33, 14} 16 {33, 16) -16 {33, 18) - ( 16 -8) (O { -(x(3), x(19)) -(x(8), x(14)) -(x(16), x(3)) -(x(11), x(5)) }

a) {0 {37, o} - (40) (X} { x(@) x(1) x(8) -x(13) x(19) -x(18) «x(15) -x(6) -x(2) +x(7) x(17) x(12) -x(3) -x(10) +x(8)
x(14) +x(16) -x(9) «x(11) -x(5) }

Fig. 11. Formed sequence of cyclic convolutions for DCT-I1 of size N=20
according to choice the values of the indices of columns 1
Thus, the analysis of the models of the block-cyclic structures of the core

of the DCT-II allows us, in the process of synthesis of algorithms, to provide
efficient software or hardware organization of transforms based on cyclic
convolutions for each specific size N.
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6. Conclusions with perspectives

The synthesis of fast DCT-II algorithms using the cyclic substitutions
technique including the analysis of model of the block-cyclic structures of
the DCT-II is obtained in the work. The analysis of the block-cyclic
structure of the basic matrix for identical blocks is performed using the
variable search step, based on the models of the block-cyclic structures of
the core of the DCT-II. Algorithmic support and software for analysis of the
structure of the block-cyclic basis matrix have been developed, which is
used to determine an array of parameters for the formal description of the
structure of core of the DCT-II. As a result of the analysis of the models of
the block-cyclic structures of core of the DCT-II, a reduced number of
identical cyclic submatrices is determined, which allows us to reduce the
number of cyclic convolutions for computing of the DCT-II of arbitrary
sizes N. A fast cosine transform algorithm implements in the form of a set of
operations of cyclic convolutions over combined sequences of input data
and coefficients of the basic function of transform.

The practical significance of the work lies in the fact that the obtained
results of synthesis of fast DCT-II algorithms using the cyclic substitutions
technique for specific sizes of transform is important for the system
engineering stage of designing a DCT-Il based on cyclic convolutions,
because clearly reflect the quantitative interactions of its parts on
algorithmic level. These transforms are used in information technologies for
various purposes, especially in convolutional neural networks [27].

Prospects for further research are the development the synthesis of fast
algorithms of the DCT-II in parallel implementation and analysis the block-
cyclic structures of the DCT-II core for large sizes.
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CHUHTE3 IBUJKHUX AJT'OPUTMIB DCT-11 BAKOPUCTAHHSI
TEXHIKHN HUKJIITYHUX 3AMIH

Dc.Sci. IIpousko 1., Puxmac P.
Hayionanonuii ynieepcumem «JIvsiscorka nonimexuixay, Ykpaina
E-mail: ihor.o.protsko@Ipnu.ua, roman.rikmas@gmail.com

Anomayia. I1ioxio 0o cunmesy OUCKpemMHUX KOCUHYCHUX NepemeopeHb HA OCHOBI YUKLIYHUX
320pMOK  8UMA2AE POPMYBAHHA ONOYHO-YUKIIYHOT cmpykmypu 6a3060i mampuyi, aHanisy
OIOUHO-YUKNTUHOT CMpYKMYypU A0pa NepemeopenHs ma 6UHAYeHHs MIHIMANbHOT KitbKocmi
YUKNIYHUX 320pmMOK. . Posenanymo mooenv cmucneno2o onucy 0104HO-YUKNIYHOT CMpYKmypu
A0pa  OUCKPemHO20 KOCUHYCHO20 NepemeOpeHHs y  6U2IA0l  YUKNiYHOI  0eKoMno3uyii
niocmanosku. Luxniunuii po3kaad niocmanoeku Micmums yini elemenmu apeymenmis 6a3o80i
Gyukyii nepemeopenns. Kpim mozo, mooeni O00n0GHIIOMbCA YUKIIYHOIW OeKOMNOUYIEIO
NIOCMAHOBKU 3i CHPOWEHUMU 3HAYEHHAMU elleMenmis apeymenmie 6a3o60i yuxyii ma
YUKTTUHOI  OEKOMNO3UYIEI0 NIOCMAHOBKU 3HAKI6. AHaniz ma 6UsHaueHHs: [OeHMUYHUX
YUKNIYHUX niomMampuys y 6a308itl Mmampuyi nepemeopents GUKOHYEMbCA 31 3MIHHUM KPOKOM
NOWYKy Ha OCHOGI napamempié MoOeni OUCKPEmHO20 KOCUHYCHO20 nepemeopenus. B
pe3yrbmami npoSpAMHA peanizayis 3 GUKOPUCMAHHAM MEXHIKU YUKTIYHUX HIOCMAHOBOK
003601151 NPUCKOPUMU NpOYeC aHANi3y ONOYHO-YUKIIYHOI CIMpYKmypu sA0pa nepemeopenis,
SMEHWUMY  KiIbKICMb  YUKIIYHUX — 320pMOK 0N OOUUCIeHHA OUCKDEMHUX —KOCUHYCHUX
nepemsopens O08LILHUX PO3MIDIS.

Kniouosi cnoea: ouckpemmui KOCUHYCHI nepemeopenis; CuHmes aneopummy, auaniz OnouHo-
YUKNIYHOT CIMPYKMYPU,; YUKTTYHE PO3KNAOANHS 3aMIieHHs
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